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To my brother Doug.



Introduction

Here you’ll find solutions to the problems that I wrote up as I worked through this excellent
book. I would say that the problems you will find here are more challenging than the ones
found in a typical a first year calculus course. They are a great introduction to some more
advanced techniques. For some of the problems I used R to perform any needed calculations
or plots. Any code snippets for various exercises can be found at the following location:

http://www.waxworksmath.com/Authors/A_F/Ferrar/ferrar.html

I've worked hard to make these notes as good as I can, but I have no illusions that they
are perfect. If you feel that that there is a better way to accomplish or explain an exercise
or derivation presented in these notes; or that one or more of the explanations is unclear,
incomplete, or misleading, please tell me. If you find an error of any kind — technical,
grammatical, typographical, whatever — please tell me that, too. TI’ll gladly add to the
acknowledgments in later printings the name of the first person to bring each problem to my
attention.



Chapter 1 (Preliminary Discussion)

Examples 1
Exercise 1

Using partial fractions we can write the terms u,, as

1 A B C D

.= it + + .
" nn+1)(n+2)(n+3) n n+1l n+2 n+3

Multiplying by the denominator of the fraction on the left-hand-side
I1=An+1)(n+2)(n+3)+Bn(n+2)(n+3)+Cn(n+1)(n+3)+ Dn(n+1)(n+2).

If we set n = 0 in the above we get A = %. If we set n = —1 in the above we get B = —%.
If we set n = —2 in the above we get C' = % Finally if we set n = —3 in the above we get
D= —%. Thus we can write the terms of our series u,, as
1 1 1 1
Up = T — + —
6n 2n+1) 2(n+2) 6(n+3)
1 3 3 1
6n 6(n+1) * 6(n+2) 6(n+3)
1 1 2 2 1 1

6n 6ntl) 6n+l) 6(n+2) 6(n+t2) 6(n+3)

11 1 1[ 1 1 +1 1 1
6| n n+1 3ln+1 n+2 6|ln+2 n+3|"’

This last expression is in a form that we can sum and we find

T PR PRGNS N D O T P £ R B
—" 6 N+1] 3|2 N+4+2] 6|3 N+3

1 1 2 2

!
_18_6[N+1_N+2+N+3]’

Letting N — oo we get
S
— 18

Which is the conclusion reached in the book.

Exercise 2

Using partial fractions we can write the terms w,, as

1 A B
un:7:—+

nn+2) n n+2°

b}



Multiplying by the denominator of the fraction on the left-hand-side gives
1=A(n+2)+ Bn.

N[

If we set n = 0 in the above we get A = % If we set n = —2 in the above we get B = —
Thus we have

Thus we find

Exercise 3

Using partial fractions we can write the terms w,, as

n _A+B+C
n+Dn+2)(n+3) n+1 n+2 n+3’

Multiplying by the denominator of the fraction on the left-hand-side gives
n=An+2)(n+3)+Bn+1)(n+3)+C(n+1)(n+2).

If we set n = —1 in the above we get A = —%. If we set n = —2 in the above we get B = 2.
Finally, if we set n = —3 in the above we get C' = —%. Thus we have shown that we can
write u,, as

1 + 2 _ 3
20n+1) n+2 2(n+3)

Note that using this we can also write u,, as

Uy = —

1 1 3 1 1 1 3 1

u":_§n+1+§n—l—2+§n—l—2 2n+3

11 1 3 1
__5[n+1_n+2} 5{ n+J'



This last expression is in a form we can sum easily. We find

)T S
202 N2
1 1 1 3

T i oWt 2 AN )

1+1 13
4 2|N+2 N4+3|°
1

Letting N — oo we get " u, = ;.

Exercise 4

Part (i): Using partial fractions we can write the terms u,, as

2n+3 A N B n C
(n+1)(n+2)(n+3) n+l n+2 n+3’

Uy =

Multiplying by the denominator of the fraction on the left-hand-side gives

2n+3=An+2)(n+3)+Bn+1)(n+3)+Cn+1)(n+2).

If we set n = —1 in the above we get A = % If we set n = —2 in the above we get B = 1.
If we set n = —3 in the above we get C' = —%. Thus we have
B 1 1 3
Tt ) Tnt2 2n+3)
B 1 1 1 1 3
T3m+ 1) 2nt2) 2m+2) n+2 213

1 L], 31 1
2 n+1 n+2] 2| n+2 n+3]°
This last expression is in the form that we can sum and we find
)T PR B3 E .
"2 N+2| 23 N+3

_1_1 1 N 3
a 2/IN+2 N+3|°

If we let N — oo then we can conclude that the sum of wu,, is one.

Part (ii): To start with we will cancel n on the top and bottom of the given fraction and
write it out using partial fractions to get

B n A N B N C
T D+ D)n+2) n—-1 n+l nt2
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If we multiply by denominator of the fraction on the left-hand-side gives
n=An+1)(n+2)+Bn—1)(n+2)+C(n—1)(n+1).

IfweletnzlwegetA:é. Ifweletn:—lthenwegetB:%. If we let n = —2 then

we get C' = —%. Thus we have shown that we can write u,, as
1 1 2
U= 2nt1)  3(n+2)
17 1 1] 1 1 2
:6_n—1_5_+6_n+2(n+1)_3(n+2)
_1_ 1 1 1 1 1 1 2
“6ln—1 nl 6 6m+D 6+l 2m+D) 3nt2)
_1_ 1 1 11 1 1 3 4
T 6 ln—1 n +6[ﬁ_n+1}+6(n+1)+6(n+1)_6(n+2)
_1_ 1 1 1|1 1 2 1 1
_é_n—l_ﬁ_+6[ﬁ_n+1]+§[n+1_n+2}'

This last expression is in a form that we can sum. Note that we cannot start our summation
at n = 1 since that is a singularity of the fraction we are summing. Thus we will start our
summation at n = 2. When we do this we find

S PR R R
n:26 N 612 N+1
If we let N — oo then we see

S oty Ll 2o
g "6 12 ‘

Part (iii): Using partial fractions we can write u,, as

M4+l _A B C D
n2n+1)2 n n2 n+l (n+1)2

Uy =

If we multiply both sides by the denominator of the fraction on the left-hand-side we get
2n+1=An(n+1*+ B(n+1)*+Cn*(n+1)+ Dn*.

If we let n =0 we get B =1. If we let n = —1 then we get D = —1. Thus we have just
argued that

2n+1=An(n+1°+ (n+1)*+Cn*(n+1) —n?
=An(n+1)*+2n+1+Cn*(n+1)
=AM+ 20  +n)+2n+1+C(n® +n?).

If we take the derivative of this expression with respect to n we get

2=ABn*+4n+1)+2+C(3n* + 2n).

8



If we let n =0 we get A =0. If we let n = —1 we get C' = 0. Thus we have shown
2n+1 1 1

B ) N CE S I
This is a form that we can sum and we have
iu =1- _ .
i (N +1)2
Thus Y u, = 1.

Part (iv) : Using partial fractions we can write u,, as

3n+5 A N B n C
(n+1)(n+2)(n+3) n+l n+2 n+3’

Uy =

If we multiply both sides by the denominator of the fraction on the left-hand-side we get
In+5=An+2)(n+3)+Bn+1)(n+3)+C(n+1)(n+2).

If welet n = —1 we get A =1. If we let n = —2 then we get B = 1. Finally if we let n = —3
to get C' = —2. Thus we have shown that

1 1 2

n+1+n+2_n+3
1 1 2 2

n+1_n+2+n+2_n+3

Uy =

1 1 1 1
= — + 2 — .
n+1 n+2 n+2 n+3

This is in a form that we can sum explicitly. We find




Chapter 2 (Formal Definitions)

Note that in the first few of these solutions I will present the proofs in more detail. In
later solutions I will present less details as the general ideas should be understood the more
problems the student works.

Examples 11
Exercise 1

Part (i): To show «,, converges to zero for any given € > 0 we must be able to find a value
of N such that |a,| < € for all n > N. In this case this is the statement that

for all n > N. The above will be true for any n such that n > % Thus we have found a
value of N such that |a,| < € if we take N to be any integer larger than <.

Part (ii): For this problem to show a,, converges to zero for any given € > 0 we must be
able to find a value of N such that |a,| < € for all n > N. In this case this is the statement
that

n+1 -
€
n?+ 2 ’
for all n > N. To show this we first note that
n+1<2n,
for n > 1 and that
n?+2>n?,

for all n. Thus combining these two inequalities we have

n+1 2n_2

— < = —.
n?+2 n? n
Thus given any € > 0 we can obtain |a,| < € when

2
— < €.
n

This later inequalities will happen for n > % Thus we need to take N to be an integer larger

than the value of )

R

€
and in that case we will have |a,| < € for all n > N.

10



Part (iii): For this part, as before, we assume that we are given € > 0 then we seek to find
a value of N such that |a,| < € for all n > N. We will have |a,| < € if

— <e
Voo

or

Thus if we pick N larger than % we will have |, | < € for all n > N.

Part (iv): Assume that we are given € > 0 then we seek to find a value of N such that
la,| < € for all n > N. To find such a N we note that we can find an upper bound for the
numerator as

n? 43 < n?+3n? = 4n?,

for n > 1. For the denominator we can find a lower bound by noting that we can take

n3 3

3 3 n
—1>n - —==—
n n 5 5
Which will happen if
n3 n3 .
“1>-2 o —>1 o n> V2 & 2.828427 .

Thus if we pick n larger than the maximum of these two numbers (one and 2.828427) say
the number 3 then we have

4n? 8
|an| <5 =
2

We can make this smaller than any value of € if we take n > %. Thus in summary if we have

N larger than the maximum of the three numbers {1,v/2,%} we will have |, | < € for all
n > N.

Part (v): Assume that we are given € > 0 then we seek to find a value of N such that
lay,| < € for all n > N. To find such a N we first note that n +5 < n+ 5n = 6n for n > 1.

Then using that result we have
6n 6

| < — = ——

n32  \/n
We can make this less than € if we take n > Z’—S. If we take N larger than one and Z’—S we will
have |a,| < € for all n > N.

Exercise 2

Part (i): We need to consider |, — 1| and show that this can be made smaller than any e
if n is large enough. The difference in the absolute value is

n —1

n+1 n+1"



Thus |, — 1| = n%rl Since n + 1 > n for all n > 1 we have that

1
la, — 1| < —,
n

for all n > 1. We can make this right-hand-side less than any € > 0 if we take n > %

Part (ii): We need to consider |, — 3| and show that this can be made smaller than € if n
is made large enough. Note that we can write the expression for «,, as

_3n*4+1  3n?—-3(5n)+3(5n)+ 1 3(n*—5n)+15n+1 _3+15n—|—1

o, = )
n? —hn n? —hn n? —hn n? —hn

From the given expression if we can show that the fraction % converges to zero then
by using the result from Example 6 in this section (that result is the statement that if g,
converges to 3 then (3, + ¢ converges to  + ¢) we will have that a,, — 3 as we desired to
show.

To show that
15n +1

n? —5n

— 0,
we first bound the numerator above as
15n+1 < 15n+n = 16n,

for all positive n > 1. Next for the denominator we have

1
2 2
_5 > —
n n 2n,
when
1, n
—5n>—§n or 5<§ or n>10.

Thus using these two inequalities we have

15m +1 - 32n 32
n? —hn n? n

Thus if given € > 0 we can make our fraction less than € if we take N > %

Part (iii): Note that we can write the expression for «,, as the following

4n*—2n? +1)+8n* —4+6n—7
nd —2n?+1
8n? + 6n — 11

=4+ nd—2n24+1 "~ (1)

oy =

Thus if we can show that
8n? +6n — 11

—0
nd —2n?2 4+ 1 ’

12



the original expression for o, has a limit of four. To show this note that we can find an
upper bound on the numerator as

8n® + 6n — 11 < 8n” + 6n < 8n” + 6n° < 14n*,
for all positive n > 1. Next we can find a lower bound on the denominator as

1 1
nd—2n?+1>n—2n2 >n3—§n3:§n3.
Which is true when

1
—2n? > —§n3 or 4<n.

Thus we have

8n? +6n — 11 _ 28n? 28
nd —2n2 41 nd  n’

Given an € > 0 we can make this fraction less than € if we take N > %.

A more heuristic way of making this same argument is the following. Consider the fraction

f(n)

8n? +6n — 11 8 /nP+3n—L
_ < 4 8 ) (2>

nd—2n2+1 n\n2—2n+1
Then as n — +o0o we have

B
n?—2n+ 2

2, 3 11
n°+sn—
4—_>17

and & — 0 as n — +oo we expect the total fraction f(n) — 0 as n — oc.
Exercise 3
Part (i): For the given expression for a, we have

_n _n+1—1_1 1
T n+1 n+1 n+1’

Qnp

which shows that the value of «,, is one minus something that gets smaller as n increases.
Thus we have that «,, < 1 giving an upper bound (that is never obtained) for ;. This form
also makes us expect that a,,1 > «, since in «,,; we are subtracting a smaller fraction
from the constant one than in a,,. We can “test” if a,, 11 > «, is true by assuming it is and
seeing if using reversible transformations we can end up with an obviously true statement.
The statement a1 > «, is equivalent to

n—+1 n
> )
n —+ 2 n+1

(n+1)*>n(n+2).

13



If we expand both sides and cancel common expressions on both sides we get 1 > 0 which
we know to be true. Thus «a,,11 > «, and so we have that o,, > o = % for all n > 1 showing
the lower bound for «,,.

Part (ii): As suggested in the hint in Equation 1 we have decomposed «,, into a constant
plus a function of n and we have shown that f(n) — 0 as n increases. From this we have
that o, > 4 and we have no least element. From the above arguments we might expect that
f(n+1) < f(n) for n large enough. We can attempt to show this by assuming that it is
true and then performing reversible transformations on the inequality until we end up with
an expression known to be true. The expression f(n+ 1) < f(n) is then equivalent to

8(n+1)2+6(n+1)—11 _ 8n* + 6n — 11
(n+1)pP3—-2(n+1)2+1 nd—2n2+1 "

One would need to verifty this by clearing denominators and simplifying. Then if this is true
we have that a,, <4+ f(1) showing that a,, has a greatest value.

Exercise 4

Let z < 1 then in this example we want to show that =™ converges to zero as n — oco. Let
e > 0 be given. Since € is typically thought of as "small”, we can assume that ¢ < 1. For
this problem we want to find a value of NV such that

" <e,
for all n > N. If we take the logarithm of both sides of the above we have
nlog(x) < log(e) .

As x < 1 we have log(z) < 0 so if we divide both sides of the above inequality by log(z) we
must reverse the direction of the inequality to get

log(e)
log ()

n >

Now as both log(e) and log(z) are negative the above fraction is positive (as it must be).
Thus if we pick a value of N that is larger than this fraction we will have |a,| < ¢ when
n > N.

Exercise 5

Now as y is larger than one we can write it as y = 1 + p where p is a positive number. In
taking the nth power of y we note that

y"=14+p)",

14



and the right-hand-side of the above must be larger than any single term we choose taken
from the binomial expansion of the expression (1 + p)™. This is because by the binomial
expansion (1 + p)" is equal to the sum of n 4 1 positive terms. Lets consider this inequality
written with the &£ 4 1st binomial expansion term which gives

n n k+1
>
4 (k+1)p

n! k-+1
(k+ Dlin—k— 11"
~n(n— 1)(”_2)"'(”_k)pk+1

(k+1)!
(n _ k)k+1pk+1
(k+1)!
Thus using this we have that
n* nf(k+1)! (k+1)! n* (k4 1)! n¥
N R e B R (O s B R (1— &)
B (k+1)! 1
ot (1—-5)\n/ "
Now as i I )
-S>l — =
n” k+1 Ek+1’

when n > k + 1. Thus we have

n* _ ((k+1)!(k+1)’f+1) 1

y" ph1 g <€,

If we take

(k+ 1)!I(k + 1)1
> pk—l—le ’

This shows that the fraction % converges to zero as n — oo.

Exercise 6

Since we are told that «a,, converges to a given any € > 0 we can find a N such that
la, —al <€,
for all n > N. We can write the above inequality (by adding and subtracting ¢) as
l(a, —¢) — (@ — )] <.

for all n > N. This is the same as the statement that the sequence «,, — ¢ converges to o — c.

15



To show convergence of ca,, to ca let € > 0 be given and find a value of N such that

|ozn—oz\<i

|

for all n > N. If we multiply both sides by |c| this becomes
lcay, — cal <€,

which shows that ca,, converges to ca.

Exercise 7

To start with recall that it is a fact of absolute values that
|| = || < fan —af .

Now because we are told that «,, converges to « if we are given a value of € > 0 we can find
a N such that o, — | < € for all n > N. By the above inequality we have also found a
value of N such that ||| — ||| < € for all n > N since the same value of N works.

Exercise 8

To show that a sequence diverges through negative values we have to show that the sequence
—a, diverges though positive values.

Part (i): As —a,, = n? — 6 if we are given a value of A > 0 then we can make —a,, greater
than this value if we take
n—6>A or n>vVA+6.

Part (ii): Here we have —a,, = 2" so we will have —a,, > A if 2" > A or n > log,(A).

Part (iii): Here we have a,, = (—=3)*"™! = —3(-3)?*" = —3-9". Thus —a,, = 3-9". If we
take A > 0 then we can find n such that —a,, > A if we take

log(A/3)
log(9)

16



Chapter 3 (Bounds: Monotonic Sequences)

Examples 111
Exercise 1

Part (i): If a sequence is monotonic decreasing then

Opt1 < (6779
or squaring both sides we must have
2 2
an g <o
For the given expression for «, this is
1 1
14 ——<1+—,
n+1 n
or
1 1
<=,
n+l n

which we know to be true.

Part (ii): As this sequence is just the one from Part (i) but shifted down by the constant
one, if the first sequence is a monotonic decreasing sequence then this one must be is also.

Part (iii): We start by writing «,, as

A1)

an: =

vn3 n

Next we use Bernoulli’s inequality ! one version of which is

(14+2) <l+4rx, (3)

when 0 <r <1 and z is a real number x > —1 to bound our numerator above as

1 1\ Y2 1
,/1+—:<1+—) <14 —.
n n 2n

This means that we can bound «,, as

1 _
an < M — L .
- n 2n?
As this bounds «,, by a monotonically decreasing sequence it can be shown that «, itself is
a monotonically decreasing sequence.

thttps://en.wikipedia.org/wiki/Bernoulli’s_inequality
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Exercise 2

Part (i): To work this exercise we first recall Stirling’s approximation or

n! = v2mn <ﬁ>n (1 +0 (l)) .
e n
Thus using that we have

v () (o) = G (0 ()

Thus using this we have
e" 1
—=——1(1-0{(- ,
nl \/2mn < <n)>

which gets larger as n increase and thus «,, is increasing.

Part (ii): The sequence «,, will be increasing if o, 1 > «,, or for this exercise that is
n+1)2—-Mm+1)+2>3n"—n+2.
Expanding the left-hand-side and simplifying, we find that this inequality is equivalent to
6n+2>0,

which is itself equivalent to n > —% which we know is true. As every step is reversible the
original statement is true and «,, is increasing.

Exercise 3

For this sequence to be increasing we must have
(n+1)*+2b(n+1)+c>an’*+2bn +c.
On expanding and canceling common terms this becomes
2an+a—2b >0,
which is equivalent to

2b—a

n >
2a

as we were to show.

18



Exercise 4

If b, > 0 and a,+1 > a, then we have
Anr1(b1 +bo+ -+ by) > an(by +ba+---+0by,).
Now as a,, is increasing we have
U > Apq1 > Ap_g > -+ > Ay > a1,
and thus the left-hand-side of the above is bounded below by
tnpr (b1 + by 4 - -+ by) > ayby + asby + - - - + anby -

Now if our sequence u,, is defined as

> iy @ibi
D bi

Up =

or
Un(by +bo + -+ 4+ by) = arby + agby + - - + ayb, .

Now if b, > 0 and a,, is monotonically increasing from what we proved above we have that
Upt1(br + 0o+ -+ +b,) > arby + agba + - - + anby,

o by + aby + -+ + anb,

Upt1 > = Uy,
i bi+by+ - +b,

Thus u, is an increasing sequence.

Exercise 6

If we assume that a,, converges to a limit (say the number /) then [ must satisfy
k
[ =——,

1+1

which simplifies to
P+l-k=0.

We can show this if we let a,, be given by a, = [+ b, with b, — 0 as n — oco. In this case
from the definition of a, we have that b, must satisfy

(l+bp) X +b,+1) =k,
or expanding and moving all terms with b to the left-hand-side we get
by + (14 by)bps1 +bpbpyr =k —1—17.

Now the left-hand-side goes to zero as n goes to infinity which means that the right-hand-side
must be equal to zero. The book has a nice argument for that in this section of the text.
Thus we have that

P+l—k=0,

as we were to show.
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Exercise 7

If a,, tends to a finite limit then this again means we can write it as a,, = [+ b,, where b, — 0
as n — 0o. Then from the definition of a, we have that b, must satisfy

I+ by =12+ 20b, + 0>+ k — Kk,
or expanding and moving all terms with b to the left-hand-side we get

b2+ 20, — by =k —k—12+1.

Now the left-hand-side goes to zero as n goes to infinity which means that the right-hand-side
must be equal to zero. This means that

P—1—k(k—-1)=0,

or using the quadratic equation to solve for [ this give

ClE AR AR +1) 14+ (2k—1)
B 2 B 2 ’

[

assuming that 2k — 1 > 0. The minus sign in the above expression gives

2 -2k
l=———=1-k
2 Y

while the plus sign in the above expression gives

14261

g 2

k,

as we were to show.
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Chapter 5 (The Comparison Test; The Ratio Test)

Examples IV
Exercise 1

As we have the bounds ) |
— < J—
2
(n+3)” ™
and the sum of the series with terms 7712 converges then the sum of the series with the smaller

terms must converge also by the comparison test.

Y

Next as
3n—1<3n,
for all n we have that ] 1
3n—1 o 3n

As > o= = 3> % and the sum on the right-hand-side or ) X diverges so we must have that
> ?m%l also diverges by the comparison test.

Exercise 2

For the terms in the first sum notice that

1 1

D ,
(2n+1)2  8n?
and using the comparison test as ) % converges we know that » m also converges.

For the terms of the second sum notice that

n n n 1

Bn+2P "GP 2?22

. . 1 n
Then using the comparison test as ) z=— converges so must ) TR

Exercise 3

For the terms of the first sum we have that 4n — 1 < 4n for all n we have

1 >1
dn —1 " 4n’

21



squaring both sides of that inequality this means that

1 1
@n—1)2 ~ (4n)?’

and multiplying both sides by n we get that

n - n 1
(4n —1)2 = (4n)2  16n°

Now using the comparison test we see that as Y = = = > L diverges so must > Tyl

For the terms of the second series as 2n — 1 < 2n for all n by taking the square root of that

inequality we have that
(2n — 1)Y? < (2n)"/2,

or equivalently that
1 1

< .
(2n)1/2 " (2n —1)1/2
1

Now as > W = 2% > nl—l/z diverges by the comparison test we must have that (e
diverges also.

Examples V
Exercise 1

For each of the given examples I will present in the order (left-to-right and top-to-bottom)
the terms v,, of a series that converges and has

U
- 5 L>0,
Un
as n — 0o. One can then use Theorem 9 in the text to prove convergence. These results are
obtained by considering the numerator and the denominator of the terms u, and retaining
only the leading order terms in each. We have

1
Uy = —
n2
1
Uy = —
n2
1
vy = —
n2
1
Uy = —
n2
1
’U = — =
n T 52 T 32
n? 1
Uy = — = — .
nd  n?



Exercise 2

As in the previous exercise for each of the given examples I will present in the order (left-
to-right and top-to-bottom) the terms v,, of a series that diverges. See the previous exercise
for some discussion on this. We have

1
Up = —
n
1
Uy = —
n
1
Up = —
n
1
Uy = —
n
n 1
v, = —— = ——
n n3/2 nl/2
1
Up = —.
n

Exercise 3

The statement that 7= — 0 means that for any € > 0 we can find a Ny such that

Unp

Un

<€,

for all n > Ny. The above is equivalent to the statement that
|un| < €lvnl,

for n > Ny. As both u, and v, are positive we have that u, < ev, for n > Ny. We can
extend this statement to all n by finding a value of C' such that each expression

u
L < C,

Un,

for 1 < n < Ny is true. Since there are a finite number of such inequalities we can find such
a C. Then let C" = max(C, €) and we have

u, < C'v, foralln.

Then we can use Theorem 8 in the book to prove that ) u,, converges.

Exercise 4

The first example of u,, and v,, has the limit

u, n? 1



as n — oo. Here Y u, is convergent but ) v, is not.

—3/2

For the second example keep u,, as n~2 and take v, =n then we have

U, n=?2

1
Up T n32 T pie =0,

as n — oco. For this example we see that both > u, and ) v, are convergent.
Examples VI
Exercise 1

We will use d’Alembert’s test on the absolute value of u,,. We have

lun| . (D)™ 1

S R e T
Our sum will converge if |71| > 1 which happens if || < 1 or =1 < 2 < +1. For the case
where z = 1 then our sum is > (n + 1) which has terms that increase as n gets larger (they
go to infinity) and thus this sum cannot converge. If x = —1 then the terms of the sum
are u, = (n+ 1)(—1)" and the sequence of partial sums will osscilate between positive and
negative values and thus the infinite sum will not converge.

For the second example, d’Alembert’s test would compute

((n+1)|x|n n+3 )_‘1

>< —_— T ., -
n+2 (n 4+ 2)|z|+ x|

|y |

lim = lim
n—oo |un+1| n—oo

Again our sum will converge if 51' > 1 which happens if [z] < lor -1 <z < +1. Ifx =1

then our sum is Z—i; This sum has terms that limit to one (and not zero) as n — oo and

thus this sum cannot converge. If x = —1 then |u,| — 1 (which is not zero) and thus this
sum cannot converge.

For the third example, d’Alembert’s test would compute

Ul _ <( (n+ Dl[* (n+3)(n+4)) _

I =
o nt2)(n+3) " (n+2)aH

n—00 |un+1| o n—00

el

Our sum will again converge if |71| > 1 which happens if |[z| <1l or -1 <z < +1. Ifz =1

then our sum is » % This sum converges as can be shown by using Theorem 9 by
comparing it with the terms from the convergent series # If x = —1 then we have

(e
" n+2)(n+3)’

which are the terms of a convergence sum by using the alternating series test.
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Exercise 2

We can write this sum as -
1+ Z Upz"
n=1
with

Cala+1)(a+2)---(a+n—2)(a+n—-1)bb+1)(b+2)---(b+n—2)(b+n—1)
et (et 2 (ctn—2lctn-—Ddd+Dd+2) - (d+n-—2)d+n—1)

Now to check this note that if n = 1 the products in the above become

ab

Uy = —.
cd

If n = 2 the products in the above become

a(a+1)b(b+1)
cle+1)d(d+1)"

U =

Thus from the above representation we when we compute the ratio u“—il we would get

Un (c+n)(d+n)
Upt1  (a+n)(b+n)z

(4)

Thus the limit of this fraction as n — oo is the value % By d’Alembert’s test our sum will
converge if % > 1 which happens if x < 1.

If x = 1 then from Equation 4 our limit is one and d’Alembert’s test is inconclusive. To
study convergence at x = 1 we can use Raabe’s test. To use Raabe’s test we need to compute

. U
lim n 1),

From Equation 4 when z = 1 this expression is

(c+n)(d+n) 1)
(a+mn)(b+mn)
— lm ((c+n)(d+n) — (a+n)(b+n))

R = limn(

n—oo

n—o0 (a+n)(b+n)
— im n(cd—ab—i—(c—i—d—a—b)n)
n—00 (a+n)(b+n)
=c+d—a—>b.

From this expression we see that our sum will converge if ¢ +d —a — b > 1 and diverge if
c+d—a—0b<1.
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Exercise 3

For the first series we have

for n > 0. Will use d’Alembert’s test so we need to compute

. [t | . |x|™ (n+1)! . on+1
lim = lim X = lim —— = .
n—o00 |un+1‘ n—00 n! ‘:1,’|"+1 n—o00 ‘,j(,’|

As this is larger than one for any x our series converges for any value of x.

For the second series we have _—
n

T
Up = o
(2n+1)!

for n > 0. For this series we will also use d’Alembert’s test where we find

lun| i <M) y (M) i (2n +3)(2n + 2)

2n+1)! |22

B e et EE

As this is larger than one for any x our series converges for any value of x.

Exercise 4

Using d’Alembert’s test on this sum we need to compute

. || . n!|z|™ 1 . 1
lim = = - = -
n—o00 |un+1| n—o00 (n —+ 1)!|[L’|”+1 |£L’| n—oon + 1

0.

As this is smaller than one for any x our series diverges for all values of x.

Exercise 5

On this sum to use d’Alembert’s test we need to compute

N A n*|z|" 1 n o \"
1m — _—m 1m = — .
w35 Tuppr]  woe (0 DFa T Ja o \n+1) T Tal
To compute this we used the fact that
n \*
lim< ) = lim 1" =1.

Thus this sum will converge if |71| > 1 or when |z| < 1.
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Exercise 6

Now the first sum can be written as

a+ (n—1) o

To study convergence by using d’Alembert’s test we need to compute

i A%l ((a+n—1)|93|”>X<2”+1(n+1)!) _ 2 <Ln_1) (n+1) =

=00 |un+1| n—00 2nn) (CI, —+ n)|:lj'|"+1 |:L'| n—00 a-+n

for any x. If this limit is larger than one for any x our series converges for any value of x.

Now this second sum can be written as

1+Z n(a + n—l))xn.

21|

To study convergence by using d’Alembert’s test we need to compute

lim || — m n(a+n—1)z|™ " 2t (n + 1)
im
o0 [ty | oo 2" (n+1)(a+n)lz["*+!

2 ((n(am_l)))(nﬂ):w

|x\ n—00 n+1)(a+n

for any x. If this limit is larger than one for any x our series converges for any value of z.

Exercise 7

Now this sum can be written as

Z n(a + n_l))x".

Using d’Alembert’s test on this series we compute

|| n(a+n—1)]z|" prt
lim = lim X
n=00 [Upyy|  nvoo b (n+ 1)(a +n)|z[**+!

—ilim n at+n—1\ b
|| nmeo \n 1 a+n ER

This series will converge if this expression is greater than one or |z| < b and diverges if it
is less than one. If x = b then this limit becomes one and d’Alembert’s test is inconclusive.
When z = b the series is

1+ nla+ (n—1)),
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which cannot converge as the terms in the sum increase to infinity as n — co. We can also
show that this series diverges using Raabe’s test. In that case the limit we need to evaluate
is

an(wl—thmnﬂ—U:U

n—00 Un+1 n—00

As this is less than one our series diverges.

Exercise 8

Using d’Alembert’s test for this sum we have

, | | , (a+mn)|z” b+n+1) 1
lim = lim | ———— | X = .
n—oo |umt1l|  n—oo (b+n) (@ +n+1)|z|nH ||

This series will converge if this is greater than one or when |z| < 1 and diverge if this smaller
than one. If x = 1 the sum is

a-+n
b+n’

which does not converge as
a+n

li =1 .
We can also show that this series diverges using Raabe’s test. In that case the limit we need

to evaluate is

n—00 Un+1 n—00

IMn(wl—Q:hmnﬂ—D:U

As this is less than one our series diverges.

Exercise 9

If we are told that u, < wu,,1 for all n > Ny (and strictly “less than” for at least one value

of n) then
. Unp,
lim ,

must be less than one and therefore by d’Alembert’s test the sum ) u, diverges. If instead

we are told that
IMn<%l—Q<L

then by Raabe’s test we can conclude that > u,, diverges.

Exercise 10

These statements are the converses of the previous exercise in that by using d’Alembert’s
or Raabe’s test we can show that the needed expressions for those test satisfy the needed
conditions for the series to converge.
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Exercise 11

Assume this series can be written as > - u,. It is not too difficult to see that it takes the

form
_1-3-5---(2n—3)-(2n—1)

un_2.5.8...(3n—4)'(3”_1)

Using this we can write down an expression for the fraction

" for n>1,

‘un‘

|un+l| .

Notice that the changes in going from one term in the sum u,, to the next term in the sum
U4 results in the addition of some factors into the numerator and denominator. Thinking

in this way we have that
lu,| 1 <3n — 1)
|t |2 \2n =1/~

1m = —.
n—=00 [Upya|  2lz|

Thus from this we see that

The sum will converge if this is larger than one and diverge is this is less than one. Thus
the sum converges if —% <z < % If z = % then to use Raabe’s test we need to compute

n 2 (3n—1
lim n [un] 1) =tlimn(Z(Z -1
n—oo |un+1| n—00 3 27’L — ]_

1
= lim n = -

nsoobn—3 6

3

As this is less than one the sum must diverge when x = 3.

Exercise 12

From the form given for u,, in the first sum we find

.| (2n+3) 2

L N e I

as n — o0o. Thus by d’Alembert’s test this series will converge if this expression is greater
than one or |z| < 2 or —2 < x < +2 and diverge if it is larger than one. To determine
convergence when x = 2 we can use Raabe’s test where we need to compute

n 2 3
limn<|u| —1>:1imn<L—1)

= lim 71 —1
b\ 2y ) T2

As this is less than one the sum must diverge when x = 2.

29



From the form given for u,, in the second sum we find

lu,|  (2n+41) 2

= — ,
s (R +2)[a] ]

as n — oo. Thus by d’Alembert’s test this series will converge if this expression is greater
than one or |z| < 2 or —2 < x < +2 and diverge if it is larger than one. To determine
convergence when x = 2 we can use Raabe’s test where we need to compute

n 2 1
tim (L9l 1) = g (2L
lim =3 5
=lmn|(—-—-—-|=—x.
n—00 2(n + 2) 2
While this is less than one which indicates divergence, it is negative so I'm not fully sure that

Raabe’s test holds in this case and thus we will try to answer the question of convergence
for this sum using different methods.

To study convergence at x = 2 the first thing we will do is to try to write an explicit
expression for u,. Notice that we can put even factors into the denominator of wu,, (and then
we have to put them into the numerator also) to write u,, as

B (n+1)! L 24620 2)- (2n)(n+ 1)!
T135--(20-3)-2n-1)" 1-2.3-4...2n—2) 2n—1)(2n)"
_2'l(n 4+ 1),
I G TR

n

Unp

If x = 2 this simplifies to
4"nl(n + 1)!
Up = —————
" (2n)!
Now we cannot just apply d’Alembert’s test to this expression since it must give us an
indeterminate result (as it did above). To see this note that

) . 4"nl(n + 1)! y (2n +2)!

1m = 11m

n—00 Uy N0 (2n)! 4+l (n 4+ 1)(n +2)!
1. (2n+2)2n+1) 1

:Znh—{lc}o (n+1)(n+2) :1(4):1’

As another method we will use Sterling’s approximation? or
n n
nl ~V2mn (—) . (5)

e

to study the behavior of u,, for large n. In this case we have

4m/2mn (2)" \2m(n + 1) (2E2)"H
Vimn (2)"

n+1

_ @m%

n

Up ™~

Zhttps://en.wikipedia.org/wiki/Stirling’s_approximation
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when we simplify. If we recall that

1 n
1+—) —e,
n
as n — 0o. We see that the above limit becomes

ﬁ(n+1)3/2-e:\/%(n+1)3/2 — 00.

(&

As this means that the terms of our sum diverge to infinity our series must diverge when
T = 2.

Exercise 13

From the form of u,, given we find

lu,|  (2n+5) 2

| fzl(n+1) " Ja]”

Thus by d’Alembert’s test this series will converge if this expression is greater than one or

|z] <2 or =2 < 2 < 42 and diverge if it is larger than one. If z = 2 then % — 1 and
our test is indeterminate. To determine convergence at x = 2 we can use Raabe’s test where

the limit we need to consider in this case is

2n+95 1 3 R 3 o1
n|{———-— =n|——- — ,
2(n+1) 2(n+1) 2
and our series converges when x = 2.

Note that the terms of the second sum are equal to five times the terms of the first sum the
convergence region for this sum is the same as the convergence region for the first sum.

Exercise 14

From the form for u,, given we find

| (3n+4) 3

| Jal(n+1) " Ja]”

as n — oo. Thus by d’Alembert’s test this series will converge if this expression is greater
than one or |z] < 3 or —3 < x < +3 and diverge if it is larger than one. If x = 3 then
2

] 1 and our test is indeterminate. To determine convergence at x = 3 we can use
L
Raabe s test where the limit we need to consider in this case is

(@) ) 3
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and our series diverges when x = 3.

For the next sum from the form for u, given we find

lun| (3 A4T) 3

| fal(n+1) "z

By d’Alembert’s test this series will converge if this expression is greater than one or when

[un|

—3 < x < 43 and diverge if it is larger than one. If x = 3 then ] — 1 and our test is
indeterminate. To determine convergence at x = 3 we can use Raabe’s test where the limit
we need to consider in this case is

(550) - ten) -1

and our series converges when x = 3.

Exercise 15

Part (i): For this part we will use the first sum in Exercise 14 as a guide. Namely we will
consider the sum

“=5-9-13- 4n—3)-(4n+1)
From the form for u,, given we find

ua  (4n+5) 4
[Unsa|  zl(n+1)  fz]

as n — o0o. Thus by d’Alembert’s test this series will converge if this expression is greater
than one or |z|] < 4 or —4 < = < +4 and diverge if it is larger than one. If z = 4 then
|un |

] 1 and our test is indeterminate. To determine convergence at x = 4 we can use
14+
Raabe’s test where the limit we need to consider in this case is

dn 45 1 1 . 1 <1
n|{-——-—-— =n|-—— —
4(n+1) 4(n+1) 4 ’
and our series diverges when x = 4.

Part (ii): For this part we will use the second sum in Exercise 14 as a guide. Namely we
will consider the sum

i 1-2---(n—1)-n
“~9-13- 4n—3)-(4n+5)'
Notice that this sum has a denominator “incremented by one” from the one considered in
the previous part. This makes the denominator larger and the terms of u,, smaller and will

allow the sum to converge at x = 4 as we will now show.
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The same arguments in the previous part of this exercise will show that the sum converges
for —4 < x < 4+4 and that if x = 4 our test is indeterminate. To determine convergence at
x = 4 we can use Raabe’s test where the limit we need to consider in this case is

(i) = () 2

and our series converges when x = 4.
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Chapter 6 (Theorems On Limits)

Examples VII
Exercise 4

Using partial fractions we can write
1 A B C

it (mtd) n+l nid ard

If we multiply by the denominator of the fraction on the left-hand-side we get

t=a(neg) (ne3) 48 (nrg) (re5) r0(nes) (n+3)-

If we let n = —% we get
1=A(1)(2) so A=-.
If we let n = —% we get
1=B(-1)(1) so B=-1.
If we let n = —g we get

1= 040+C(=2)(=1) so cz;

Using these values we have just shown that
1 1 1 1

D)D) 20r]) ard 2
1 1 1 1

I+l e 2+ 2l

As an identity we will use notice that if we sum “differences” we get

Z(an —apy1) = (ag—a1) + (ag —ag) +- -+ (any_1—an) + (ay —ans1) = ap —any1 - (7)

n=0

If we use this twice in Equation 6 when we sum the original expression fromn =0ton =N
we have

l 1 11 1 1/1 1
—(n+3)(n+3)(n+3) _5<§_N7+%)_5<§_N+%)
2 1 1
3 2N+3 2N+5

If we take N — oo we find that this sum is
> 1 2

R CE N S

n=0
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Exercise 5

Lets consider the partial fractions expansion

1 a.B_
n2(n+1) n n? n+l’

If we multiply by the denominator of the fraction on the left-hand-side we get
1=An(n+1)+ B(n+1)+ Cn?.

If we let n = 0 in the above we get B = 1. If we let n = —1 in the above we get C' = 1. If
we let n = 1 in the above we get A = —1. Using all of these we can conclude that

Lot 11 (1 1y
n2(n+1)  n n? n+l n n+1 n?’
If we sum both sides from n = 1 to n = N and use the fact that sums of differences telescopes

i.e. using Equation 7 we get

ém:_c N+1) ini (®)

If we now take N — oo we get

o0

1 =1
;n%n“):_”;ﬁ’

which is the expression we were wanting to prove.

Exercise 6

As a high level overview of how we will try to solve this problem we will use partial fractions
and Equation 7 to simplify the partial sums of the given expression. To start we note that
using partial fractions we can show

111
nn+1) n n+1°

Recalling that
(a—b)* = a® — 3a®b + 3ab® — b”,

if we cube this fraction we get

I | 3 3 1
(n(n+1)) T n2(n+1) +n(n+1)2  (n+1)3
1 1 3 3
B 1P R2mal)  amrlz
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Note that summing the first two terms will give a sum of the form a, — a,41 for which we
can use Equation 7. Using this insight we have

% () = (o)

al 1 al 1
JZ%%;5+§;%TW. (9)

Note that we can use Equation 8 to simplify the third term in the above. To simply the
fourth term above we will use the same arguments as in the previous problem. We start by
using partial fractions to write
1 1 1 1
nn+12 n n+1 (n+1)2°
Notice summing the first two terms will be the sum of a difference and thus if we sum this
fromnzlton:Nweget

N

1 1
;nwrl _N+1_;(n+1)2
_1 1 N—l—l1
- N+1 n:2n2
N+1
1 1
I |
(T
N+1
1 1
—9_ __— N . 10
N+1 n:1n2 (10)

With this and Equation 8 we can simplify Equation 9. We have

Lets take the limit where N — oo and we get

N 1 3 o) 1 0 1
— | =14+3-3 —+6—3 —
Y (rm) 1+
n=1
when we use the identity
=1 _7T2
Zﬁ‘?' (11)
n=1



Exercise 7

The ratio we want to consider to use d’Alembert’s test is

Up, :—(:)3—7’L):n—z_>17
Up+1 n+1 n+1

when n — co. Thus this test is inconclusive and we can’t tell for which x values the sum
converges or diverges. Notice that for any fixed = this fraction is eventually positive. To
attempt to determine convergence we will use Raabe’s test. To use that test we need to
compute

In this case we find

" —x—1
n(u —1):n< x )—>—:c—1.
Up+1 n+1

We will have convergence if this expression is greater than one. Thus we have convergence
if < —2 and divergence if > —2. For visualization this function is plotted in the R code
examples_vii_exercise_7.R.

Examples VIII
Exercise 4

If a, — 0 as n — oo then we also have a,, + 1 — 1 as n — oo. Then the ratio of these two

sequences will converge to
an 0

%
1+a, 1

by using the limit theorems from this section of the book.

Exercise 5

To start we assume that »_ a, converges. Then as a, > 0 we have

Qp,
1+ a,

ap,
Zl—l—an’

converges using the comparison theorem. To prove the other direction we will assume that
>
1+a,’

37

< ap,

so we can conclude that




converges. Then we know that

lim ( n ):O,
n—00 a'n+1

or else the series of these terms cannot converge. We can show that this means that a,, — 0
as n — o0o. This means that we can find an N such that a,, is as small as we like for n > N.

Select the N such that 1

5 )
for n > N. This means that for n > N we have

A, <

3
1 n <=,
+a 5

SO

If we multiply by a,, this is
2 < p
—a, )
3 1+ a,

As the sum of the terms on the right-hand-side converges so must the sums of the terms on
the left-hand-side by the comparison theorem. As ) a, is a multiple of this left-hand-side
sum it too must converge.

Exercise 6

If one of the sums converged but the other did not then this situation would be a contradiction
to the result from the previous exercise. Thus these two sums either both converge or both
diverge.

Exercise 7

We can use the same arguments from Exercise 5 to argue this case. The only things that at
change would be the numerical bounds (like the number 2).

Exercise 8

If a,' converges then since
1 1

<
an +c Ay,

Y

the sum of the terms (a, + ¢)™' converges by the comparison test. In the other direction if

1
Zan+c’
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converges then

. 1
hm( )z(),
n—oo \ Gp + C

thus a,, — oco. Note that we can write
1 1

an+c—an(1—|—i)‘

an

Then as a,, — oo there exists a N such that
c

=<2,
ap,

for n > N. This means that
1 1 1

> —_—.
an+c¢  a,(1+2) 3a,

Using this and the comparison theorem as >_(a, + ¢)~! converges we have that > %L con-
verges (and so will Y a; ! as it is a constant multiple of the previous sum).

Exercise 9

Consider the sums of the first N terms

N
SN = E Unp,
n=1

Thus

N N N N N N N
S?V:ZZunum:ZuijLZ Z unum:SN—i-Z Z Up Uy, - (12)
n=1m=1

n=1 n=1 m=1;m#n n=1 m=1;m#n

As u,, > 0 for all n we have that
S?V > Sy,

for all N. If we take the limit N — oo we get s? > S.

In a similar way (but being a bit loose about the the upper most index N in these sums) we
have

N N
2 _
=3 w
n=1 m=1
N N N

n=1;m=n+1 n=m+1;n=1 n,m=1;|n—m|>2
N N N
=2 Z UpUpi1 + Z Up Uy = 2 Z UpUpi1 -
n=1 n,m=1;|n—m|>2 n=1

Taking the limit N — oo we get s? > 20.
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Exercise 10

Here we can take u, = =. Then Y u,, diverges but > u? converges.

Exercise 11

As the sum converges we can find a value of NV such that the tail of the sum is less than any
number we specify. For example we will find n such that

> S
mz::num<§.

Then since

u1+U2+~-~+un+Zum:s,

we must have that

S
U1—|—U2+"'+un>§.

Using this result we have
Uy, 2u,

<
UL+ Uy + -+ + Up S

Now from the above inequality and the comparison theorem as > u,, converges we have that

) D
Uy Uy + Uy

converges.

Examples IX
Exercise 1

We write our sum as the following

1 1
Z E - Z eklog(n) -
To use the condensation test in this later sum we will take

1
¢(n) - eklog(n)

Then we have . " .
h"p(h") = cknlog(h) (eklog(h)) :
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For this later sum to converge we will need to have the fraction that we are taking the powers

of less than one or L

eklog(h) <1.

This later fraction means that
h<eflos®)or h < pk,
As h is greater than or equal to 2 we can divide by h to get
1< hF 1,
Taking the logarithm of both sides we get
0< (k—1)log(h).

Dividing by log(h) > 0 we get k—1 > 0 or k > 1. Thus this later sum will converge if k£ > 1.
By the condensation theorem then the original sum will converge under the same condition.

Exercise 2

We will use the condensation theorem on this sum. To do that we will let

1
) = ogtn) logog())*

With this function we see that

o) ! !

~ hrnlog(h)log(nlog(h))*  hmnlog(h)(log(n) + log(h))k
With this we see that

e 1
h"¢(h") = nlog(h)(log(n) + log(h))F

Now the sum ) h"¢(h™) is a series of positive terms which we will compare with the series

1
Z nlog(n)k’

_1
log(h)

using the ratio test. Ignoring the constant (which does not affect convergence of any

series) we have

hm( T >: i <<1og<n>+1og<h>>k)

"0\ nllog(n) Hog(h))F oo log(n)*

i (14 1o80os(r)"
—nl_>oo<1+ log(n) )—1>O.

Thus by the comparison test the two series converge and diverge in tandem. As the series

with terms Wl(n)k converges when k > 1 and diverges when k& < 1 the sum ) h"¢(h™) con-
verges/diverges under the same conditions. Using that result and the condensation theorem

we have that the original sum will converge when £ > 1 and diverge when k£ < 1.
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Exercise 3

As a first step note that we must have a > 0 or else the terms h"¢(h™) won’t limit to zero.
For simplicity we will assume that b > 0 and ¢ > 0 also. Next note that the terms of the

original sum satisfy
1 1

n®log(n)?log(log(n))e S e

)

and so by the comparison theorem the sum in this exercise will converge where the sum
> n~* does. This later sum will converge if a > 1 and thus we have convergence of the
original sum when a > 1.

At this point, when a < 1, we have not answered the question of convergence. To continue
to study this sum we will try to use the condensation theorem. Towards that end we let

1
20 = e Tog () Toglog ()
Then we have 1
p(h") = henntlog(h)(log(log(h™)))e’
so that . 1
h*o(h") = "

~ log(h)Ale=Dnnb(log(n) + log(log(h)))°
The factor bg#h will not affect convergence of the sum > h"¢(h™) and so we can ignore it
in what follows. As h is an integer such that h > 2 when a < 1 we have a — 1 < 0 and
1
o hl-a

1 1"
hla=1)n - hoa—1 ’

in h"¢(h™) is the nth power of an expression less than one. As this term is an upper bound
on the terms of h"¢(h™) by the comparison theorem we have that the series >  h"¢(h™)
converges when a < 1.

pot <1.

Thus the factor

Thus we have shown that our sum converges for all a > 0 except perhaps a = 1. We now
consider this case. If @ = 1 then Equation 13 (ignoring the constant log(h) factor) is

1
nb(log(n) + log(log(h)))e

1 1
< J—
nb(log(n) + log(log(h)))® = n*’
then by the comparison theorem the given series will converge if >~ n® does. This later series

will converge if b > 1. If b < 1 then by Theorem 9 in the book (studying the limit of the
terms of two series P L) the above series will converge or diverge like

_
nblog(n)e”

PG (h") =

Now since
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Applying the condensation test to this series when ¢(n) = we need to consider

1
nblog(n)e

h" 1
Br(h™) = ~ .
A(h") hrtnelog(h)  h™0=Vnclog(h)

To see if a series with terms like h"¢(h™) converges we will use a ratio test by computing

I I 1 e R
lim ———————— = lim
n—o0 h"+1¢(h"+1) n—oo hn(b—1)pe
1\°¢
:M4hm<k%0 =nt
n—00 n

Our series will converge if this limit is greater than one or h*~' > 1. As h > 2 this will
happen if b > 1 and diverge if b < 1.

If we are in the case where a = 1 and b = 1 then our series has terms that look like

I
log(log(n))*

- we have

Applying the condensation test one more time with ¢(n) = m

h'¢(h") = log(nlog(h)e  (log(n) +log(h))e

As h > 2 a series of terms with this form diverges (as the limit does not go to zero).

Thus in summary it looks like this series converges

o ifa#1or

e ifa=1and b >1.

43



Chapter 7 (Alternating Series)

Examples X

Exercise 1

For the first example we have u,, = % for n > 0. For this expression we have lim,, . |u,| =

0 and so our alternating series will converge.

For the second example we have u, = % for n > 0. For this expression we have

lim,, o0 || = 0 and so our alternating series will converge.

Exercise 2

For this example we have u, = (_Qi:ﬂ for n > 1. For this expression we will have

lim,, o |un] = 0 as long as p > 0 and in that case our alternating series will converge.

Exercise 3

I was not sure how to show this expression. If anyone sees how to show it please contact me.

Exercise 4

For this example we have u, = (_;I:l for n > 1. For this expression we will have

lim,, o |un| = 0 and our alternating series will converge.

Exercise 5

For this example we have wu, = % for n > 1. For this expression we will have
lim, o0 |un| = 0 if |z] < 1 and our alternating series would converge in that case. If z = —1

then the terms of the series become
(_1)n+1(_1)n 1

Uy = — = ——
n n
and the series will diverge. If = 1 then the terms of the series become
-1 n+1
Up = L s
n

and the series will converge.
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Exercise 6

Lets consider the partial sum of this series i.e.the sum of the first N terms

Note that we can write the fraction in the sum as

1 1 1

nn+1) n n+1

Then we have

Y A G U
a 22 n + N+1°

If then take the limit where N — oo we get the desired expression.

Miscellaneous Examples On Chapters I-VII

Exercise 1

. We then have

Part (a): Note that if we let the sequence of b,.1’s be given by the geometric mean of a,
and b, i.e. b,11 = Va,b, than this ezact result (and many others related to the arithmetic-
geometric mean) is discussed in great detail the paper [1]. This result is also mentioned
in a problem in [2]. What follows initially is mostly taken from [1] where we assume that
bpi1 = Vapb,. This “warm-up” will suggest what we can do for the problem at hand.

In the case of the arithmetic-geometric mean if we consider an initial value for @ and b and
then iterate the given sequence we will find that the larger initial number b will start to

decrease and the smaller initial number ¢ will start to increase. Thus

a<a; <b <b.
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Another iteration will give the same trend
a<a <ap; <by<b <b.

Thus the sequence {a,} is increasing and bounded above and the sequence {b,} is decreasing
and bounded below. Thus each must progress a finite limit say £ and a. We will now show
that the limit of each sequence is the same. Notice that we can compute

bl—al_bl—al b1+a1 o b%—a%
b—a  b—a \bi+a) (b—a)(b+a)
_ 1(b+a)® —ba _ 1(b—a)?

(b—a)(bl+a1) (b—a)(b1+a1)

1 b—a\ b—a

T4 (bl+a1) _4(%(b+a)+a1)

_ b—a - b—a <1
2(b+a)+4a;  2(b+a) 2

Thus we have shown that
1
by —a; < 5((?-@)

This in tern implies that

@—a2<%®1—m)<(%)%b—@.

Continuing this process we have that
1 n
b, —a, < 5 (b—a) for n>1.
Thus as n — oo we see that the limits § and a must be equal.
For the arithmetic-harmonic mean sequence (the iteration sequence given here) we can derive
a similar bound on the distance between q,, and b,, as a function of n in terms of the initial

distance between the two starting values a and b. The idea is the same as above but the
algebra is a bit different. Towards that end we have

by —ay . % - aTer o 2(icfb) o gz;rf:f)
b—a b—a b—a
~ dab—(a+1b)*  4dab— (a®*+ 2ab + b?)
2+ b)(b—a)  2(a+b)(b—a)
_ad®—2ab+0* (a —b)?
2a+b)b—a) 2(a+b)b—a)
B b—a
T 2(a+b)
Using this we have that
br—a| _ fb—al _1
|b— al 2(a+0b) 2
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Thus 1
|b1 —0,1| < §|b—a|,

the same type of expression we had before. Generalizing this to arbitrary n we have
1 n
|b, — an] < 5 lb—a| for n>1.

Thus as n — oo we see that the limits of b, and a, must be equal. One can use the R
code in misc_examples_i vii_exercise_1.R to numerically experiment with iterating this
sequence.

Exercise 2

We start with a; = cos(f) and b; = 1 and we will iterate

1
Ap+1 = Q(an + bn)

bn—l—l =V an+lbn7

for n > 2 “by hand”. For n = 1 we get

i = 51+ cos(6) = cos’ (g) ,

0 0
by = 4 [ cos? (5) = cos (5) )
Next for n = 2 we have

oo (8] o () e o) (e (€]

Using the above we have

0 0 0 0
bs \/cos (2) cos (2) cos (2) cos <4) .
For a4 we have

o= (o (e (5) o (5) () 5 () (5) (= (5) )
OGO

and
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Then for b, we have

= o (e (9 (3) o 5) 1)
o (g ()= (3)

While some might be able to see the pattern at this point I'm going to compute another set
of terms by hand as its not fully clear yet to me what the full pattern is. For as I get

ot (o (B (on(§) s @) () = (9)
- (§) e (o (5) (=) )
e (5)en () () ()

oo (8o (o 5) = () ()= ()= )
() ()= (3) ()

From these expressions it looks like the sequence a,, takes the form

a; = cos(0)

)

N N N
8
1))
7~ N~/ N
IS
~
no

Q9 = COS

a3 = COS

a4 = COS

D DD D D

a5 = COS

7/ N 77 N 7N 7N

4
o (1) o0 (§) o (55)
COSEH)

([ (3) ()

Thus the general pattern looks like

a; =
ayp =

for n > 2.
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For b, the terms we compute were

by =1
0
by = cos <§)
bz = cos <€) cos (g)
2 4
by = cos <€) cos (g) cos <€)
2 4 8
bs = cos (Q) cos (Q) cos (g) cos ( i )
2 4 8 16

It looks like the pattern is

3

S
3
|
Q
o
]

[\)
B

( ; )
ok )
Now we want to show that a,, is monotone increasing and b,, is monotone decreasing. Consider

e SOIRORISOINE
= (e (3)) o () o= 55

1 + cos(2z)

e
Il
—

for n > 1.

Using

cos?(z) =

cos? i = 1 1+ cos i
o) 2 on—1 '
Thus we have that

AU W S S A S Y
cos” | o 0S| 5ng ) =558 5007 ) =3 €08 | 3 .

As 1 — cos(x) > 0 for all x we have that a,+; — a, > 0 and a,, is monotone increasing.

we have

Next consider

oo () e ()

(M= () [ (3) 1)

As cos ( ) < 1 we have cos ( ) — 1 < 0 thus b,,1 — b, < 0 and b, is monotone decreasing.
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Next we want to show that both a, and b, tend to % as n — oo. Note that from the
above expressions for a,, and b, we have that

0
a, = b,_1 cos <2n_1> ,
9

thus as cos (%—,1) — 1 as n — oo if we can show that b, — as n — oo we also have
that a,, has this same limit. To show the limit for b, we start w1th the identity

sin(z) = sin (2 (g)) — 2sin (%) cos (%) .

If we repeat this expansion on the factor sin (

sm( )

%) we get

e ~on (o 3) =305 () 3
i (2] on () o (3).

Repeating this expansion on the factor sin ( ) (and simplifying) we get

z
4

sin(z) = 2°sin <§) cos <§) cos <Z) cos (g) :
If we did this k£ times it looks like the pattern is thus
N\ 1 x
sin(x) = 2" sin (2—k> ECOS <§> .
To evaluate this as kK — 0o we note that using the approximation sin(z) ~ « for small z we

have that "
. k ~ 1t k .
lim (2 Sm(zk)) ~ lim (2 <2k)) =

This means that we have just shown that

Hcos (£> = sin(z) ,
Py 20 T

as we were to show.

Exercise 3

Part (i): We can write the partial sum we want to evaluate as

> (k4 1)k,

k=0
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Expanding the quadratic and breaking up the sum into parts we get

N

N
D (k4 1)%" =) (K + 2k + 1)
k=0

k=0
N
= k12 Z kat + Z z
k=0
N N N
:Zk2xk+2 kxk+2xk. (14)
k=1 k=1 k=0
Now as we have
N L 1=
@ =3 =1 (15)

We know the value of the last sum in the expression for Zszo(k‘ +1)%zk. If we take the first
derivative of the expression for S(x) we get

N
N 1 1— N+1
kab—t = + ) + ’
Z -2 (1— )2

(N+1) N1l—x2)+1—2V!

(1—w)?
1 (N +1)zV — NgNH!
N (1—w)? '

If we multiply both sides of this expression by = we get

N
— (N 1 N+1 N N+2
(1—2)?
Note that when k& = 0 the first term is identically zero. Next we take the derivative of both
sides of the above to get

N 1= (N+1)2Y + N(N +2)2M+ 2(z — (N + D)aV+! 4+ NaV+2)
Zk = + )
(1—2)? (1—2)?

If we simplify the right-hand-side of the above we get

ikzxk—l 14— (N+1)2Y 4 (2N? 4 2N — 1)z — N2pV+2
- (1—x)3 :

If we multiply both sides by = we get

iv:kz p T4 a? — (N4 1)22N 4 (2N? + 2N — 1)V +2 — N2gpN+3

(1—2x)3 (17)
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We could use the expressions just derived in the right-hand-side of Equation 14 to evaluate
the given sum. An easier solution however might be to consider the desired sum

> (k+1)%",

and then shift the k£ index down by one to get

N-1 N-1

1
]{?2 k—1 — ]{?2 k )
T . E xT

k=1 k=1

We can now use Equation 17 to evaluate this. We find

=z

—1
k2xk—1 —

1

1+z— N2Vt 4+ (2N2 — 2N — 1)z — (N — 1)2V !
(1—x)? '

e
I

Part (ii): We can write the term in the sum as two parts

1+ 72 1 T

r(r+1)(r+2)(r+3) B r(r+1)(r+2)(r+3) + (r+1)(r+2)(r+3)°

Now using partial fractions on the first term gives

1 N SN SR N | 18)
rir+1D)(r+2)(r+3) 2(r+1) 2(r+2) 6(r+3) 6r

P =

Using partial fractions on the second term gives

P r 2 3 1
T+ D)r+2)(r+3) r+2 20r+3) 20r+1)

(19)

If we sum the terms in P; from r = 1 to r = n we have

I 1 I 1 I 1 |
Sl:_§zr+1+§;r+2_6;r+3+62;

r=1

n+1 n+2 n+3

1 1 1 1 1 11
PR D S D Drg D

1
2
1+ 1 +1 1+1+1 1 1 1
2 n+2 6 2 3 n+l1l n+2 n+3
1 1 1

8 6(n+1) "3m+2) 6n+3)’

when we simplify. To evaluate the second term P, we will write it as follows

3 3 1 1

2(r+2) 2(r+3) 2(r+2) 20r+1)°
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If we sum these terms from r = 1 to r = n we get
3~ 1 3~ 1 L1
S = - - = — - =
! 2§:r+2 24 r+3 27+ Zr+1
n+2 n+3 n+3

SIS zz

3 1 1 +1 1 N 1 1
2103 n+3 2in+2 n+3 2

1 1 1
4 2(n+2) n+37

|
+

Thus in total when we add the two parts S; and Sy and simplify we get

n

147 1 1 5 5
;r(r+1)(r+2)(r+3) T8 6+l (6(m+2)  6(nt3)

Exercise 4

Part (i): Lets use the condensation test (Theorem 16 in the book) with

1
¢(”):m-

Then from this functional form we see that
h" B 1
hrn?log(h)2  n2log(h)?’

h"¢(h") =

The sum of the terms h"¢(h™) converges by comparing its terms with that from the con-
vergent series Y. n 2. As the series > h"¢(h") converges by using the condensation test so
does the series > ¢(n).

Part (ii): For the terms of this sum note that we have

n n 1

- < — =
nd+1 nd3 n?

Y

and thus our series converges by using the comparison test with the convergence series > n =2

Exercise 5

Note that this sum has terms w,, given by

Py (b+ k)
Ptk 41)]

Unp,
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using the convention that HZ:O fr = 1if n < 0. Then consider
un Il +k)  Tligla+k+1) atn+1

Un+1 ro(a+ kA1) [Tio(b+k) — b+n
as n — oo. Thus d’Alembert s test does not tell us if the sum converges. To determine
convergence we will use Raabe’s test. With this test we need to compute

Uy, a+n-+1 1+a—205
n -1)=n|———-1)=n|———) —>1+a—0b,
Un1 b+n b+n

as n — oo. Now as a > b we have that a — b > 0 and 1 4+ a — b > 1. Thus by Raabe’s test
>, Uy converges.

— 1,

We will now show that the terms are monotonically decreasing. To do that using what we
derived for the ratio above we have that

b+n
Upy1 = | ——— | u,
i a+n+1

b+n - a+n
a+n+1 a+n-+1

b+n -
Upt1 = | ——— | Up, U, ,
+ a+n+1

and our sequence is monotonically decreasing.

As b < a we have that
<1.

Thus

Now we will show that the given sum converges to ~%;. This “proof” is much like the one
given for Exercise 17 below. We start with

a (a—b)+b b b a+1
a—b a—b a—>b a+1\a—">
Note that this last factor is the “same” as the first fractional expression we started with but
with the values of a and b increased by one. That is using Equation 20 again it becomes
a+1 b+1 (a+2
=1+ .
a—b a+ 2
We can keep applying this identity getting a final fraction that has it numerator increased
by one from the previous numerator. This gives the pattern

a 14 b a+1 n
a—b " atil\a—p)

b b+1 [a+2
:1+a+1<1 a+2<a—b>>
=1+ b + <b+1> <a+2> twice
a+1 a+1 a—+2 a—b
14 b N <b+1><1 <b+2>a+3>
a+1l a+1\a+2 a+3)a—0>
_l’_

=1+ b + b b+1 b+1 b+2 ¢+3 three times.
a+1 a+1\a+2 a—l—l a+2 a—+3 a—2>

The patterns should now be clear. We can continue this expansion n + 1 times to get the
expression given in the book.

(20)

a—2>b

o4



Exercise 6

If we combine the fractions in the argument of the sum we get

_2n+1-n I n+l1 1

T @n+ 1) 2m+2 n@ntl) 2n+2
_(n+1)@2n+2)-n2n+1) 3n +2
B n(2n +1)(2n + 2) S n@2n+1)(2n+2)°

A sum with these terms converges by the comparison test with a series with the terms n=2.

Exercise 7

Part (i): Using partial fractions we can write

1 R B
nn+1D(n+2) 2n n+1 2(n+2)
1 1 1 1

M 2+l 204D 2m+2)

We wrote the expression above as we did to facilitate the sum we will take next. Towards
evaluating the sum we have

a (&1 &1 T 1 & 1
E:nn+17%HD_§ E:E_E:n 1] 2 Z;n+1_ggn+2

n=1 n=1 n=1 +
N N+1 N N+1

1 1 1 1 1 1
3(E3-20) 5 (BT
_1( 1 1/1 1

2 N+1 2\2 N+2
_1+1 1
4 2\ (N+1)(N+2)/)°

when we simplify. We know that an infinite sum with these terms converges using the
comparison test to the series with terms n~3. In addition, using the above summation
formula we see that the sum specifically converges to the value i.

Part (ii): Using partial fractions we can write

1 1 1 1
"+ 1)(n+3) 3n 2m+1) 6n+3)

Now subtract and add D +1 between the first and second term above to get

1 1 1 1 1
nntD(n13) 31 3n+l) 6nil) 6nt3)
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when we simplify. Again we wrote the expression above as we did to facilitate the sum we
will take next. To sum this note that we can write the above as

nn+1)(n+3) 3\%n n+1 6\&=n+l “n+3

n=1 = n=
N N-+1 N N—+2
1 1 1 1 1 1
(ZZ)(ZZ>
1 ) 1 1 1+1 1 1
3 N+1 6\2 3 N+1+1 N+2+1
7 1 1 1

36 3N+1) 6(N+2) 6(N+3)

when we simplify. We know that an infinite sum with these terms converges using the
comparison test to the series with terms n~3. In addition, using the above summation

formula we see that the sum specifically converges to the value - %

Part (iii): To sum terms with this form we consider
m+1D)(n+2)n+3)(n+4)—nn+1)(n+2)(n+3)=4n+1)(n+2)(n+3).

Then note that

N+1

N
> (far1 — anﬂ - an Z fo— an fas1— i (21)
n=1

By summing first statement in this part we have

Y ln+1)(n+2)(n+3)(n+4) —nn+1)(n+2)(n+3)]=4> (n+1)(n+2)(n+3).

Using the identity in Equation 21 we see the left-hand-side of the above is equal to
(N+1)(N+2)(N+3)(N+4)—1(2)(3)(4) .
Setting this equal to 4 ZnNzl(n +1)(n+ 2)(n+ 3) we obtain

S0+ )0+ 2)(n+3) = i((z\w (N +2)(N +3)(N +4) — 24).

n=1
This is almost the sum we want. Shifting the index n down by one we get

in(m 1)(n+2) = i((i\w (N + 2)(N 4 3)(N +4) — 24).

n=2

Including the n = 1 term and moving the n = N + 1 term out of the sum on the left we have
al 1

> n(n+1)(n+2)—1(2)(3)+ (N +1)(N+2)(N +3) = T((N+1)(N+2)(N+3)(N+4)—24).
n=1
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If we solve for the sum of interest we get

;nn+1 n+2):iN(N+1)(N+2)(N+3).

Another way to work this problem is to expand the given expression and to do the sums
individually. We have
n(n+1)(n+2) = n® 4+ 3n* + 2n.

Then using the following sum identities

S n= %N(N +1) (22)
e éN(N F1)EN 4 1) (23)
2 n = JZ : (N +1)°. (24)

This means that we can compute the desired sum as

N N N N
Znn+1 n+2):Zn3+3Zn2+2Zn
n=1 n=1 n=1 n=1

N? 5 3 2
=—(N+1) +6N(N+1)(2N+1) +§N(N+1)

4
:W(N(N+l)+2(2]\7+l)+4)
:W(NQ%—SN%—G) :iN(N+1)(N+2)(N+3),

the same as the above.

An infinite sum with terms like these cannot converge as the terms do not limit to zero as
n — oo.

Part (iv): As before we will use Equation 15 to derive Equation 16 which by dividing both
sides by x is the sum we desire in this exercise.

To study convergence of the infinite series we will use d’Alembert’s test. We first need to

compute the ratio ‘QL“” where we find

un| _ mfa"t
unsa]  (n+Dz[*  (n+ 1)z

Thus the limit of this fraction as n — oo is the value ﬁ By d’Alembert’s test our sum will
converge if 51' > 1 which happens if |z| < 1.
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Part (v): As before we will use Equation 15 to derive Equation 16 and then Equation 17.
This gives the sum of terms n?z™ to which we will have to add the result from Equation 15
to derive the desired sum.

To study convergence of the infinite series we will use d’Alembert’s test. We first need to

compute the ratio hy:i'l‘ where we find

w2l (24 1)
il — (ot D24 DT (12 + Dfa]

Thus the limit of this fraction as n — oo is the value ﬁ By d’Alembert’s test our sum will

converge if |71| > 1 which happens if |z| < 1.

Exercise 8

Before we begin we note that if a is a root of f(x) = 2® — Tz + 6 = 0 then by inspection of
the graph of f(z) we see that « € {—3,1,2}.

Part (i): In this case lets let s, = 2 4 &, where &, > 0. Then we find

7 1/3
Sn1 = (Tsp — 6)'/% = (14 4+ 7¢, — 6)/° = (8 + 7¢,)/* = 2 (1 + ggn) :

Next we recall Bernoulli’s inequality which has two forms. One form states
(14+2)">1+rz, (25)

which is valid when r» < 0 or 7 > 1 (and = > —1). Another form is when 7 is not in the
previous range specified then we have

(I+2) <1l4rzx. (26)

which is valid when 0 <r <1 (and x > —1).

With this background then using Bernoulli’s inequality (namely Equation 26) we have that

7 7
1 <21+ =€, | =2+ —=&,.
Sn+1 S <+24§) +12f
As .
E£n<£n7

we have that
Sni1 < 24+&, = S,

showing that s,, is monotonically decreasing.
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As a way to prove that s, — « is the same sign is to work this exercise with everything in
terms of s, — . From the iteration equation we have

(Spy1 —a+a)* =T(s, —a+a)—6,
or expanding
(8p11 — @)® +3a(sp1 — @) +30%(8py1 — )+ = 7(s, —a) +Ta — 6.

Using the fact that « is a solution of a® = 7Ta — 6 we get

(8ps1 — @)® +3a(s,41 — a)® + 3% (spp1 — @) = 7(s, — ) .
We can write this as

(Snt1— @) [(Sns1 — @)® + 3a(sp41 — @) +30%] = 7(s, — ). (27)
Lets consider the quadratic equation x? + 3ax + 3a? = 0 which has roots

_ S3at£4/9a% —4(3a®)  —3a£V3lali
— 5 = .

2

X

The fact that these roots are complex means that this quadratic has no real zeros. Thus the
quadratic expression
(Spg1 — a@)? + 3a(s,41 — a) + 30?2,

is either always positive or always negative. Taking (s,+1 — a) = 0 we get the above equal
to 3a? showing that it is always positive. Using that fact with Equation 27 we see that both
s, —a and s,,1 — a have the same sign.

Exercise 9

Part (i): For the first sum recall that

1 2
Zsech(n:z) :Zm :Zm.

Now note that when z > 0 we have the terms of this sum bounded above by

2 2
< — =2(e7 )"

As e < 1 when x > 0 this sum converges and by the comparison test our original sum
converges.

When x < 0 the same type of arguments say
2 2

Now e* < 1 when xz < 0 and the sum of these upper bounds converges. Again by the
comparison test we have that our original sum converges when x < 0.
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If x = 0 then each term of the sum is sech(nx) = 1 and the sum diverges.
Part (ii): Using much of the same ideas as the first sum for the second sum recall that
Z x"sech(nz) = Z _r
enT 4 =N ’
If z = 0 then each term is zero and the sum converges to zero.

If 2 > 0 then we can bound the terms of our sum as
2x" 2x"

= 2(ze )",

An infinite sum of these upper bounding terms will converge if |ze™*| < 1 or as > 0 when
x < e®. This is true for all > 0 as can be seen by plotting the functions y = z and y = e
over the domain =z > 0.

If x < 0 then we can bound the terms of our sum as
2x" 2"

= 2(ze®)".

An infinite sum of these upper bounding terms will converge if |ze”| < 1 or as x < 0 when
—x < e~ *. This is true for all x < 0 as can be seen by plotting the functions y = —x and
y = e * over the domain = < 0.

Another way to argue convergence is to use d’Alembert’s test. In that case if x > 0 we need
to evaluate (ignoring the factor of two)

. Up, . x" ex(n-i‘l) + e—x(n—i—l)
lim — lim
n—300 \ Up+1 n—oo \ €N 4 e—an pntl

1 et 4 e—x(2n+1) e®
i () -

14 e—2zn T

For convergence we would need to have % > 1 the same condition we had before.

Exercise 10

Note that
1 _ "LT?’ n even
n+2+(—1)" —7 nodd
Note that both the expressions on the right-hand-side are less than or equal to nL—i-l As

the absolute value of the terms of this series limits to zero as n — co using the alternating
sequence theorem we have that our series converges.
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Exercise 11

We will use the ratio test to argue that the two series either both converge or both diverge.
Note that the limit of the ratio of the terms of the two series is

o
. Up, .
lim [ — ] = lim s, = Uy -
Un
n—oo — n—oo 1
n=

Sn

Thus if 3 u, is convergent this is a finite value and the series 3 » must also converge.

Warning: I was not able to argue that if > | u,, diverges then we know that > 7, == also
diverges. If anyone knows how to do this please contact me.

Exercise 12

The terms of this series can be written as

nlz™

H?:1<i +a)

To study convergence of the infinite series we will use d’Alembert’s test. We first need to
compute the ratio %2 where we find

Uy =

|tn 1]
lun]  n+1+a
upa| — (n+ 1)
Thus the limit of this fraction as n — oo is the value l‘ By d’Alembert’s test our sum will

|z

converge if |71| > 1 which happens if |z| < 1.

Exercise 13

Part (i): To show that w, is monotonically decreasing we will group pairs of terms as

(1 LY, (! LY, (! AW
tn = n+1 n+4+2 n+3 n+4 n+5 n+6

Now notice that each pair of terms is of the form

1 1 1 1 1 1
nik ntktl miRMntk+D) ikt Dmtk+2) nik+l nikt2

for different positive integers k. This means that we can bound each of the pairs of terms in
Uy as

(! LY, (2 LY, (2 LY,
n+2 n+3 n+4 n+5 n+6 n+7 1
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This shows that u,, decreases monotonically.

Part (ii): To start this part lets consider

D oD (D
=S S-S

k=0 k=0 k=0 k k=1
— (DF - (=) — (—=1)*
=> +) =1+2)"
k=0 k k=1 k k=1 k
1 — (1) — (1)
:1—2(5 +2) - =2)" p
k=2 k=2
e (_1>k 00 (_1>k+2
=2) k =2 Frg o
k=2 k=0

This shows the desired relationship for n = 1.

Lets assume that the given expression holds up to n and write out the given expression for
n + 1 where we would want to show

Up — Uy + Uy — + -+ — Ugp—1 + Uz — Unp1 = 2(N + 1)Ug(ny1) -

Using what we know about all but the last two terms on the left-hand-side (i.e. using the
assumed relationship for n) we have that the left-hand-side of the above can be written as

2nUgp + Uz — Ugng1 = (20 + 1)ugy — Ugpgr -

Using the definition of u,, the above becomes

k+1 0 (_1)k+1
2 2n+ 1+ k

(2n + 1)U2n — Ugp+1 = 2n + 1 Z
k=1

:(2n+1)2$_2 (=1

—~ 2n+2+k = 2n+2+k

> (_1)k+1 > (_1)k+1
= (2 1 - S S—
(2n + )k;12n—|—2+k+z_:2n+2—l—k‘

(on+1) (—1)° +§: 1)kt +§: 1)k
= (2n
n+2-—1 2n+2 :12n+2—|—k‘ 2n—|—2 k:12n—|—2+k
1
R s 2n—|—2+ “2} g T tent2
[ 1
=(2n+1) + Ugp+t2 + U2p 42
|(2n+1)(2n + 2)

= (271, + Q)UQn+2 s

when we simplify. As this is the desired expression for n 4+ 1 we are done.
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Exercise 14

To show the first part we will consider the sequence of reciprocals

1

(Y g

Note that we can write this as

1 VnZ 1 VnZ 1 —
4 < n? +n)_ R

V2t 1-n\Vr2+1+n) n2+1-n?

For this sequence we see that (3, is monotonically increasing and thus the original sequence
must be monotonically decreasing. As a final observation note that 5, — oo as n — oo and
thus the original sequence tends to zero n — oo.

Because of the fact that v/n? + 1 — n tends to zero by using the alternating series test we
have that the given series converges.

Exercise 15

The terms of this series can be written as

227135 (2n — 3)]
246 (2n)](2n 1+ 1)’

Uy =

formn =1,2,3,... (here n =1 is the first term). To study convergence of the infinite series

we will use d’Alembert’s test. We first need to compute the ratio % where we find

) <|x|2”+1[1-3-5---(271—3)])< 246 (2n)(2n + 2)](2n + 3) )

] \ [2-4-6--2n)]2n+1) ) \Jz"*[1-3-5-- (2n — 3)(2n — 1)]

- () (G

Thus the limit of this fraction as n — oo is the value # By d’Alembert’s test our sum will

converge if ﬁ > 1 which happens if |z]? <1or =1 < x < +1.

If x = 1 then the above fraction has the limit of one and d’Alembert’s test is indeterminate.
To determine convergence we will use Raabe’s test. With this test we need to compute (when

r=1)
() = (G ey ) (e ) 5

as n — oo. As this is larger than one by Raabe’s test the sum converges.
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Exercise 16

Part (i): To study convergence of the infinite series we will use d’Alembert’s test. We first

|un|

need to compute the ratio | where we find

‘un+l
lun| n(n+ 1)|x|™ (1Y [((n+2)
tna|  (n+1)(n+2)[* -\ x| no )
Thus the limit of this fraction as n — oo is the value i‘ By d’Alembert’s test our sum will

|z
converge if 51' > 1 which happens if |z| < 1. This test also tells us that the sum will diverge

if |x| > 1. If = 1 then the terms of the series don’t limit to zero as n — oo and thus the
sum also diverges.

Part (ii): To study convergence of the infinite series we will use d’Alembert’s test. We first

need to compute the ratio % where we find

un| (n(n+ 3)(n + 5)|$\") y ( (n+2)(n+3) )
|Un-t1| (n+1)(n+2) (n+1)(n+4)(n + 6)]z[*+!
_ n(n + 3)*(n+5)
(n+1)2(n+4)(n+6)|x|

Thus the limit of this fraction as n — oo is the value ﬁ By d’Alembert’s test our sum will
converge if 51' > 1 which happens if |z| < 1. This test also tells us that the sum will diverge
if |x| > 1. If x = 1 then the terms of the series don’t limit to zero as n — oo and thus the

sum also diverges.

Exercise 17

The first equality is easy to show

mAl _(men+ltn o ow ”(L) (28)

m—n+1 m—n-+1 m—n—l—lz +E m-—n-+1

Now in this last factor note that it is the “same” as the first fractional expression we started
with but with the values of m and n decreased by one. That is we write it as
m B (m—1)+1
m—-n+1 (m—1)—m-1)+1

Y

and using Equation 28 again it becomes

m n—1 m—1
14 .
m—-—n-+1 m—1\m-n-+1
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We can keep applying this identity getting a final fraction that has it numerator decremented
by one from the previous numerator. This gives the pattern

m+ 1 n m
_ =14 = — once
m-—n+1 m-—-n-+1

+
3

n n—1 m—1
=14+—(1+
m m—1\m-n+1
n n (n—1 m—1
=14+ -4 = twice
m m\m-—1 m-—n+1
n n (n-—1 n—2 m — 2
=1+—+— L+
m m\m-—1 m—2/ m—n+1
n n (n-—1 n({n—1 n—2 m— 2 .
— 14— 4= 4+ = three times
m m\m-—1 m\m-—1 m — m—-n-+1
n n (n-—1 n (n—1 n—2 n—3 m—4
=14+—+— + — 1+ .
m m\m-—1 m\m-—1 m — 2 m—3\m—-n+1

The patterns should now be clear. We can continue this expansion n times and we have

m+1 n n(n—1 n (n—1 n—2
_— =14+ —+— + — 4.
m—-—n-+1 m m\m-—1 m\m—1 m— 2

nn—1)(n—2)---2(1)
mm—1)(m—-2)--(m-n+2)(m—-—n+1)"

Exercise 18

Part (i): Note that if > 1 then as n — oo the limit of na™" is of the “type” oo x 0
and is thus indeterminate. If we write it as - then it is of the “type” 2= and we can apply
L’Hospital’s rule. We have

lim (£> = lim L — 0,
n—oo \ ™ n—o0 ln(gj)ajn

as n — oQ.

Part (ii): For this we have
1 1 ztl—(z—1) 2

r—1 z+1 2 —1 x2—1

Part (iii): For this we will repeatedly use the identity derived above. That is consider

N S
r—1 z+1 22—-1°

(29)
Then if we use this expression on the last term in the above (but with z — 2?) we have
1 P 1 n 2
r—1 x+1 2+1 at—1

1 n 2 n 4
r+1 2241 24-1
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If we use Equation 29 on the last term in the above (but with z — z%) we get

1 _ 1 n 2 +4< 1 n 2 )
r—1 x+1 x22+1 zr+1 a8 -1
1 2 4 8
x+1+x2+1+x4+1+x8—1'

Continuing this procedure as many times as needed gives the intended result.

Exercise 19

To show this we will instead consider the sequence of reciprocals

1 1

Y S &

Note that we can write this as

1 Vintl+yn) _ Vatl+vn
W—ﬁ<m+f) n¥i—n CYREITVE

For this sequence we have

=vVn+l+vn<vn+2+vVn+1l=p,41,

which means that the sequence (3, is monotonically increasing and thus «,, must be mono-
tonically decreasing. As a final observation note that 3, — co as n — oo and thus «,, — 0
when n — oo.

Bn:

Exercise 20

Note that
2n+1+n?— (n+1)>
=0.
n?(n+1)2
Splitting this into parts we have
2 1 1 1
nt ~0.

212 (m+12 2
Thus if we multiply both sides by x™ and sum from n = 1 to n = oo we have

o [e.e]

2n+1 x"
Z(n2n+1 ) +Z n+1 w0

n=1

Solving for the first sum and shifting indices on the second sum we have

= 2n + 1 B N
N K S D)

n=2 n=1
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If we include the n = 1 term in the first sum on the right we have

o0

S (wiarip) =X

n=1
1 x© n x© n
=Ll et

1\ e z"
:1+<1_§)Zﬁ’

n=1

which simplifies to the desired expression.

Exercise 21

We start with

(a—i—n—l) "
ap=|———)y".
n

This is the product of a sequence z,, = ‘“’T”_l and y". Note that the sequence z,, is mono-

tonically decreasing because

As y < 1 we have that y" is also monotonic decreasing as y"™! < y*. Then as «,, is the
product of two monotonically decreasing sequences it also is monotonically decreasing.

When n — oo we have that x, — 1 and y" — 0 so that «,, = x,y™ — 0 in that case.
Exercise 22

The terms of this sum take the form

Uy = | ——— | 2"
n

To study convergence of the infinite series we will use d’Alembert’s test. We first need to
Lunl Where we find

compute the ratio .
|un\ _ ((a+n—1)z[" y n+1
|tn1] n (@ + n)lz|**!

() )

Thus the limit of this fraction as n — oo is the value ﬁ By d’Alembert’s test our sum will

converge if 51' > 1 which happens if |z| < 1. This test also tells us that the sum will diverge
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if |x| > 1. If x = 1 then the terms of the series don’t limit to zero as n — oo and thus the
sum also diverges. If x = —1 then the terms of the series are given by

= (H+_1> (1" = (-1)"+ (a - 1) (—1)".

As n — oo the second terms becomes smaller and smaller in comparison to the first term.
Thus the sum of these u,, terms like this will oscillate and the series will not converge.
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Chapter 9 (Absolute and Non-Absolute Convergence)

Examples XI
Exercise 1

The regions of convergence for each sum was computed in Exercise 1 on Page 24.

Exercise 2

The terms in this sum are given by > wu,z™ where

([T (a + ) (I (b +4))
(150 (e +4)) (T (d+4))

for n > 0. Here we are using the convention that Hi_:lo f(i) = 1. To study convergence of

the infinite series we will use d’Alembert’s test. We first need to compute the ratio %
where we find

(30)

Uy =

lunz™|  (c+n)(d+n)
|tz (a+n)(b+n)lz|

Thus the limit of this fraction as n — oo is the value ﬁ By d’Alembert’s test our sum will
converge if |71| > 1 which happens if |x| < 1. This test also tells us that the sum will diverge

if |z| > 1. If x = £1 then the terms of the series don’t limit to zero as n — oo and thus the
sum also diverges.

Exercise 3

To study convergence of the infinite series we will use d’Alembert’s test. We first need to

[un|

compute the ratio Tt For the first series our terms take the form

T
Up = 1
n!
for n > 0. In that case we find
lwn| x| " (n+1)! n+1
] ! [t

Thus the limit of this fraction as n — oo is co. By d’Alembert’s test our sum will converge
if this limit is larger than one which happens for all z.
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For the second series our terms take the form

£+
RNCTESA
for n > 0. In that case we find
lun| | (2n+3)!  (2n+3)(2n+2)
unia| 2o+ DI fzrt? |z[?

Thus the limit of this fraction as n — oo is co. By d’Alembert’s test our sum will converge
if this limit is larger than one which happens for all x.

Exercise 4

To study convergence of the infinite series we will use d’Alembert’s test. We first need to

compute the ratio ‘i“ﬂ‘ where for this series u,, = nlz". We find

lun| n!|z|™ 1

tnial — (n+ Dl (n+1fa]

Thus the limit of this fraction as n — oo is the value 0. By d’Alembert’s test our sum will
diverge if this limit is less than one which it is for all x.

Another way to argue this is to follow the hint in the book. We will have |u,41| > |u,| when

(n+ D)!|z|"* > nl|z|",

or
(n+1)]z| > 1.
Solving for n in the above for a given x this will happen when
1
n>—-—1,
|z

as n — oo the above inequality will eventually be satisfied and |u,41| > |u,| showing that
|u,| cannot limit to zero as it must for the series to be convergent.

Exercise 5

To study convergence of the infinite series we will use d’Alembert’s test. For this series the
terms u,, take the form w, = n*z™. To use d’Alembert’s test we need to compute the ratio

lunl - where we find
S O i o <i) 1
tner] ~ G D~ el \ (15 0F )

[tunt1]
n
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Thus the limit of this fraction as n — oo is the value ﬁ By d’Alembert’s test our sum will
converge if 51' > 1 which happens if |z| < 1. This test also tells us that the sum will diverge
if |z| > 1.

If x = 1 then the terms of the series look like u,, = n* which will converge by the comparison
test if k < —1.

If z = —1 then the terms of the series look like u,, = (—1)*n* which will converge by the
alternating series test if £ < 0.

Exercise 6

To study convergence of the infinite series we will use d’Alembert’s test. We first need to

compute the ratio %
n

For the first series our terms take the form

"y (a+n—1)z"
I

for n > 1. In that case we find

wal _ (atn—Del* T (20)

— — 4 X
|tnt1] [Tz (29) (a+mn)|z["H!
1 —1
_ () on9).
|| a+n

Thus the limit of this fraction as n — oo is the value co. By d’Alembert’s test our sum will
converge if this limit is larger than one which it is for all x.
For the second series our terms take the form

_n(a+n—1)2"

TS )

for n > 1. This is really just n times the u,, term in the previous series. In that case we find

ua] _ nlatn—1)z" [T, (20)
[tn 1] [1i=:(20) (n+1)(a + n)lz["+

~n () (e

Thus the limit of this fraction as n — oo is the value co. By d’Alembert’s test our sum will
converge if this limit is larger than one which it is for all x.
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Exercise 7

To study convergence of the infinite series we will use d’Alembert’s test. We first need to
compute the ratio lunlFor this series we have terms given by

[unt1]
w = n(a+n—1)x ’
bn
for n > 1. With terms like this we find
lun| _ nla+n—1)z o[+
|1 o] (n+1)(a+ n)|z|**

bl a+n—1
ozl \n+1 a+n ’

bl

1b]
|z

Thus the limit of this fraction as n — oo is the value . By d’Alembert’s test our sum will

converge if this limit is larger than one which happens when |z| < |b].

Notes on the sums |>_)_; cos(rf)| and |>_;_; sin(r0)|

Here we will prove the statements

To do this note that (here the lower summation limit is r = 0)
Z cos(rf) = Re Z e'r?
r=0 r=0
Z sin(rf) = Im Z e
r=0 r=0

Thus we will evaluate > "_ . I find

n.oo 1— 6i€(n+1) 1— 6i€(n+1) 6—@'9/2
Z 617"9 _ _ >
— 1 — et 1 — eif e—10/2
B eif(n+3) _ o—if/2 B eif(n+3) _ o—if/2
e®/2 —e=#9/2  2jsin(0/2)

g (054 1) () o0+ - ()]
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Thus the real and imaginary parts of this give

TEZO cos(rd) = 25n(0/2) (33)
“L B cos (0 (n+ 1)) — cos (%)
TEZO sin(rf) = — ( 25n(0/2) : (34)

Expand the first sine in the numerator (call it N,) of Equation 33 to get

N, = sin(nf) cos (g) +cos(nf) sin (g) +sin (g) = sin(n#) cos (g) +(cos(nf)+1) sin (g) :

Use the sine double angle formula sin(z) = 2sin (£) cos (£) for sin(nf) and the cosign double
angle formula

1 + cos(z) = 2cos? (g) :

for cos(nf) + 1 in the above to get

V. = 2ein (30) cos (30) cos (5 ) + 25 (5 ) cos? (50)
—2cos (30) [sin (30) cos (5 ) sin (5 ) cos (50)]
~2c0s (30) sn (30 + 5
= 2cos (ge> sin ((n + 1)%) .

Thus we have shown that

To evaluate the sum from r = 1 (and not » = 0) we have to subtract one from both side of
Equation 33 to get

" _ sin (0(n+3)) —sin (g)
;COS(TG) - 2sin(6/2) '

To simplify this we get
;. 0 . [0
N/ = sin(n#) cos 3 + (cos(nf) — 1) sin )
We now use the cosign double angle formula this time in the form of

cos(z) — 1 = —2sin? (g) :
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to write N/ as

=2 () s () o (5) =250 () 0 (50
—2sin (50) [cos (50) cos (5 ) sin (5 ) sin (50)
~2sin (50 cos (30 5 )

— 25in (g9> cos <(n + 1)%) .

Thus we have shown that

u _ sin (26) cos ((n+ 1))
;cos(re) = Sn(0/2) : (36)

Now expand the first cosine in the numerator (call it Ny) of Equation 34 to get

Ny = cos(nf) cos <€> —sin(nd) sin <€> —Cos <€> = (cos(nd)—1) cos (g) —sin(nd) sin (g) .
2 2 2 2 2
The steps are much the same as above (using the half angle formulas). The algebra is
N, = —2sin? <ﬁ9> cos o) _ 2sin <26’> cos (39) sin 4
* 2 2 2 2 2
. (nN\ . (n 0
= —2sin <§9> sin (56’ + 5)
M\ 0
= —2¢in <§9> sin ((n + 1)5) :

Thus we have shown that (we can start the sum at r =0 or r = 1 as sin(0) = 0)

" sin (260) sin ((n g
2 )= S, 7

Examples XII

Exercise 1

We can show convergence for most values of # by noting that these sums are examples of the
theorem in the book that states if v,, is a monotonic sequence that converges to zero then
> v, sin(nf) is convergent for all real values of § and > v, cos(nf) is convergent for all real
values of 6 other than zero and multiples of 27.
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For Y COS,’{E? % note that its terms are bounded as

2 27

cos(nf) ) 1

n n

and thus this sum converges for all # by the comparison test.
For the sum ) Cosﬁl—ne) if § = 2mm (for m an integer) then cos(nf) = 1 and our sum is

equivalent to Y which diverges.

Exercise 2

Note that for £ > 0 we have that v, = n—lk is a monotonic decreasing sequence that converges
to zero. Then from the “theorem” given in this section we know that > n=* cos(nf) will
converge for all real 6 other than § = 0 or  a multiple of 27. If § = 0 or a multiple of 27
then the series > n~F cos(n#) is equivalent to the series > n~* which converges if k > 1.

Exercise 3

This statement is a consequence of Dirichlet’s Test (Theorem 24). This follows because as
we are told that ) a, converges we know that it is bounded so there exists a K such that

n
D
k=1

x

for all n. Then defining v, = n=* = n% which is a monotonically decreasing to zero sequence
and using Dirichlet’s test tells us that the product sum > a,v, converges.

< K,

Exercise 4

One way to work this exercise is to use the ratio test i.e. Theorem 9 (if a,, > 0 for n > N)
to argue that both sums either converge together or diverge together.

Another way to work this exercise is to use Able’s test. To start we assume that ) %=
converges. Next let v,, = —2—. Note that for v,, we have

n—x"

n n+1 T

n—z n+l—z m—-z)(n+l—zx)

Up — Upy1 =

If n is large enough eventually v, — v,41 > 0 so v, is monotonically decreasing. From the
definition of v, we have that v, — 1. By Abel’s test the product series or

Z(%>Unzzncﬁz’
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also converges.

o converges and let w, = ===
n—x n

then we have

In the same way if we assume that

n—zr n+l-—=x x

n n+1  nn+1)

Wy — Wn41 =

From this we see that w, is a monotonic sequence and converges to the finite limit of one.
Using Abel’s test we know that the product series or

Qp, [07%
E Wyp, = —
xr— T n

also converges.

Exercise 5

This is an alternating series like in Theorem 18 with u,, = ﬁ We have

1 1 1
n — Untl = - = >0,
U e = Tl —a (n—xz)(n+1-—ux)

Thus for n > [z] this sequence is monotonically decreasing and wu,, — 0 as n — oo. The
sum converges by Theorem 18.

Note using Dirchlets’s test with a,, = (=1)""! and v,, = ﬁ also shows convergence.

Exercise 6

Consider the alternating sequence Theorem 18 with u, = in and u, = \/;W Now both

expressions for u,, are monotone decreasing and converges to zero. Thus the sum converges
by the alternating series test.

Note using Dirchlets’s test with a,, = (=1)" and v,, = % or \/xlﬂ also shows convergence.

Exercise 7

If we follow the hint and take a,, = (—1)" then we see that
lar +ag+ -+ a,| <2<3,

for all n. If b, tends monotonically to zero then Y a,b, is converges by Dirichlet’s test
(Theorem 24).
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Exercise 8

To start this exercise note that using Mathematica (or a table of such sums) we can show

that " ) sin (22) sin (1(n + 2))
on((rea)e) R

This means that this sum is bounded as

Let K = |Siné%)| if sin (%) # 0. With this bound we can use Theorem 24 (Dirichlet’s test)
with v, = - +11 7 (which is monotonically decreasing to a limit of zero) to argue that the sum
Z sin ((n + %) x)
n+ % 7
converges.

Next consider the case when sin (%) = 0. That means that § = I7 so that x = 27/ for some
integer [. In these cases the sum we are trying to evaluate becomes

Z sin ((n + 3) (21)) _ Z sin(7l)

I 1 -
n—+; n+ 3

As each term in this sum is exactly zero it also converges. Thus our sum converges for all x.
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Chapter 10 (The Product of Two Series)

Examples XIV

Exercise 1

We will use the fact that

[e.e]

> %~ log(n) = 7. (38)

n=1
where 7 is a constant such that v ~ 0.57721.

For this exercise we find that the sum of n terms is given by

11 1 1
n=ldoodt

3
+

NG
+
+
[\
:>|*“[\D
\I/s
/N~

1
g in

Here 7, is a sequence such that v, — v as n — oco. If we take n — oo then we get

sp — log(2) + % ,

as we were to show.

Exercise 2

For this exercise we find that the sum of n terms is given by

LR U S SO BRI SN SR PP
56 3n—2 ' 3n—1 3n 3 &\
1 1 11 2 2 2 2

. llog(n) 2 _ % 2
sttt ottt 335 3n

2
= log(3n) + 30 — 3 10g n) — 3 (log(n) + 1)

2

= 10g(3) + Y3n — 3
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If we take n — oo then we get
sp — log(3) +

wl=

as we were to show.

Exercise 3

For this exercise we find that the sum of the first 2n terms is given by
2n (_1)k+1
k

Son =
k=1
2n 2n 2n
(_1)k+1 ( k+l 1 1
=D 5t -2t Z :
k even k odd k even
2n
1 1 1 1
= -2 — - I _ _
Z + Z P IR D RO
k even k=1 k=1 k=1 k=1
—log(n) — v, + log(2n) + Yon
= —n +10g(2) + o, .

If we take n — oo then we get
Son — log(2),

as we were to show. As sg,1 differs from sy, by a term O(1/n) the limit of s9,,1 as n — oo
is the same as sg, and both converge to log(2).

Exercise 4

Using partial fractions we can write

1 _1+ 2—+2
n(16n2 —1) n  4n—1 4n+1°

Lets consider the sum of n terms. We would have
"1
Sy = — —
P
k=1

11 1 1 1
+2( o+ —+—+ ot

37711 " 15 dn — 1
5 1 1 1 1 1
* <3+§+ [T “+4n+1)
_ oy
k:lk
5 1 1 1 1 1 1 1 1 1
* <§+5+?+§+ﬁ+1—3+1—5+"'+4n_1+4n+1)-
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Notice that this second sum is all (but the number 1) of the first 4n + 1 odd terms. Thus
we can write s,, as

i1 4”2“1
Sp = — —+2 ——1
k:lk koddk
nl 4n—|—11 4n—|—11
=25 t2 ZE_ZE_l)
k=1 k=1 k even
n 1 4n—|—11 2n 1
=2t %_1>
k=1 k=1 k=1

1 1
= —(log(n) + vn) + 2 <log(4n) + Yan — 3 log(2n) — 57211 — 1)

1 1
= v, + 2 (log(4) + Yan — 5 log(2) — 572n — 1) .

If we take n — oo then we get
sp — log(8) — 2,

as we were to show.

Exercise 5

Lets denote the infinite sum by S and the partial sum of 5n terms as Ss,. By breaking the
partial sum down into 5n terms this sum can be written as

o[ 2 1) (3] -
[

[/ 1 1 1 1 1

(e )y (L (42)
[\6n—5 6n—-3 6n-—1 dn—2 4n )|

Thus we see that stopping this sum at five terms (n = 1) is the sum of the term on line 39.
Stopping the sum at 10 terms (n = 2) is the sum of the terms on lines 39 and 40. Stopping
the sum at 15 terms (n = 3) is the sum of the terms on lines 39, 40, and 41. By looking at
these terms we can conclude that the sum of 5n terms (for a general n > 1) is the expression
above (summed over all lines).

We will separate the above into a couple of sums of the harmonic series Y ,_; % by “adding
and subtracting” the needed terms to make “complete” sums. Towards this end we will write
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¢ gl 1111 1 1 1
m=ltotot ot ot gttt T st st e T
11 1 1 1 1 1 1
totitsts T te s te ite 3o
11 1 1 1 1 1 1
_<§+Z+6+§+"'+6n—6+6n—4+6n—2+6_n>

ST L S
2476 8 dn—2 " 4n)’

By combining the first two rows we can write this as
6n

Sa=3tolslo

k=1 k=1

wh—‘

?vlr—k
1\3|>—‘
wlr—‘
1\3|>—‘

or
1 1
Ssn = log(6n) + v, — §(log(3n) + Y3n) — é(log(Qn) + Yan) -

Taking the limit of n — oo as vy, — 7 we get

1

= log(6),

S — Tog(6) — 3 loa(3) — 5 loa(2) = &

2 2

as we were to show.

Exercise 6

This exercise is a generalization of the previous exercise and as such it will help to have
solved that one before solving this one.

Lets denote the infinite sum by S and the partial sum of (p 4+ ¢)n terms as Spiqn. By
breaking the partial sum down into (p + ¢)n terms this sum can be written as

11 1 1 1
Sptayn = 1+§+g+' +2p_1 +Z+E +2—q (43)
+ ( ! + ! ) ( + )} (44)
I\2p+1 2p+3 4p—1 2q+2 2q+4 4q
1 1 1
+ ( + : ) ( ~-+—)} (45)
I\4p+1 4p+3 6p—1 4q +2 4q+4 6q
+ ! + ! +-F ! ! + ! +o+ ! (46)
[\2(n—Dp+1 2n—-1)p+3 2np — 1 2(n—1)g+2 2(n—-1)g+4 ong /)|’

Thus we see that stopping this sum at p+ ¢ terms (n = 1) is the sum of the term on line 43.
Stopping the sum at 2(p + ¢) terms (n = 2) is the sum of the terms on lines 43 and 44.
Stopping the sum at 3(p + ¢) terms (n = 3) is the sum of the terms on lines 43, 44, and 45.
By looking at these terms we can conclude that the sum of (p + ¢)n terms (for a general
n > 1) is the expression above (summed over all lines).
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As before we will separate the above into a couple of sums of the harmonic series » ;_, % by
“adding and subtracting” the needed terms to make “complete” sums. Towards this end we
will write S(p4q)n as

Sppgm=ldopiply Lyt o b,
(pa)n 35 7911 13" 15 Inp—5 ' 2mp—3 ' 2np— 1
1 1 1 1 1 1 1
+§+1+6+§+”.+2np—4+2np—2+2np
1 1 1 1 1 1 1
_<§+Z+6+§+'”+2np—4+2np—2+2np)
1 1 1 1 1 1 1
_<§+Z+6+§+'”+2nq—4+2nq—2+2nq)'

By combining the first two rows we can write this as

S (pt+a)n

or
1 1
S(pt+am = 10g(2np) + Yanp — §(log(np) + Yp) — §(log(W) + Yng) -

Taking the limit of n — oo as 7y, — 7 we get

1
Stprqm — log(2) + 3 log(p/q) ,

as we were to show.

Exercise 7

This is the statement of Theorem 27 in this section with the terms a,, and b,, in that theorem
taken to be the terms of the power series.

Exercise 8

Note that the given expression is equivalent to

o0 o0 o0 o0 o0
Alxr) = (1 —2x) E Spx’ = g Sy’ — g st = E Spx’” — E Sp_1 2"

If we write A(z) =) a,x" we see that s = qp and that

Ap = Sp — Sp—1,
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for n > 1. Solving the above for s; and s, we find

51:a1+80:a1+a0

So =ag+ 81 =as+a; +ag.

In general the solution is
n
Sp = Z Qp
k=0

which is the statement we were to show.

Exercise 9

Recall that

. (n4r)
A= 47
with Aj = 1. Then we want to show that
> A=A
v=0
Let the sum on the left-hand-side be denoted S. We have that
S=Aj+ Al + A+ 4 AT
o A AL AL AT AL
B TR TV T
o]y =1 rlnl (r+n-2)! rin! o (r2)t rinl (r+1)! rin! rin!
= _1+ riln—1! (n+7)! ri(n—2)! (n+7)! ot r121 (n+4r)! + rll (n4r)!  (n47r)!
oa n n(n —1) n(n—1)(n —2)
=4 _1+n+r+(n—|—r)(n—|—r—1) m+r)(n+r—1)n+r—2)
nn—1)(n—2)---4(3)(2) n!
m+r)(n+r—1Dn+r—2)---(r+2) m+r)(n+r—-1)--(r+2)(r+1)
Notice that the above is the statement given in the “hint” for this problem.
Next from the hint the expression in brackets above is equal to %T’Jfl so we get
- 1 1)!
ZAzzAZ(HH ):(HH Foa, (48)
— r+1 nl(r+1)!

as we were to show.

Here we prove the given hint. Notice that we can write

N r+1

n+r+1 n (n—i—r)
I e .
r—+1 n+r
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This has taken a fraction of the form %ﬂl’l into a fraction of the form fﬂ where there n is
“one less” in the numerator than it was before. If we do that procedure a second time on

the term in parenthesis we get

n+r—+1 n n—1 n—1+r
SRR 1+ .
r+1 n-+r n—14+r7r r+1

This gives a “new” term in parenthesis that we can we can apply our recursive relationship
to. We have

n+r+1 n n—1 n—2 n—2+r
Py 1+—— |1+

r+1 n+r n—1+r n—2+r r+1

n n(n —1)

n+r (n+r)(n—1+r)

n(n—1)(n —2) [1+ n—3 <n—3—|—7‘>},

m+r)(n—14r)(n—2+7r) n—3+r 1

=14+

which is the hint given.

Exercise 10

We want to prove that

oo

(I—a)" ' => Ara". (49)

n=0

We will prove this by induction. To start this process we let » = 0 where since
0
A=A, =1,
we have the expression

1-m =3
n=0

which is true and converges when |z| < 1. Next assume that Equation 49 is true for 0 < r < R
and let » = R + 1. Then using the inductive hypothesis we have

l—a) " =(1—a) ' 1—2)" = (Z A,’fx") (Z xm> .

n=0

We will write this product as
o0
> Car
n=0

for some coefficients C,,. An expression for C,, due to fact that it is the coefficient of the
product series, from two other power series means that we can write it as

c, - ioAfl”‘” _ ioAf _ AR
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Here we have used Equation 48 to simplify this. This means we have shown

(1 —(R+1)— Z AR+1 n

which is the required induction step.

Exercise 11

From the previous exercise we know that the coefficients in the Taylor series for
(1 . x)—r—s—Z — (1 . x)—(r-{—s-‘,—l)—l 7

are A75T1 Note that we can write this function as the product of the two functions (1 —
z)~""!and (1 —2)7%"! which have Taylor series coefficients given by A’ and A? respectively.
Then from the formula for the coefficients of the product of two power series in terms of the
coefficients of the individual power series we have

n
r4+s+1 __ T AS
An - § AVAn—V )

which is the expression we were trying to show.

Exercise 12

We can show (or have already shown) that E(z) converges absolutely for all z. Then using
the theorem on the product of two infinite series (proven in the book) we have

s =33 () (ﬁ)

n=0 k=0

znizk G

nk

Now using the Binomial theorem we have that

S (1)t = e, (50)

k=0

8

3

gME@ I

so that the expression for F(z)E(y) becomes

= 1
n=0n

as we were to show.
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Examples XV

Exercise 1

Part (a): Define the function f(x) to be

(-1

1 - n
f(ﬁ):ﬁ; T

then we want to evaluate f(z)?. Note that the above series converges absolutely when |z| < 1
by comparison with the geometric series > >, 2". Then using Theorem 27 from the book
the value of f(z)? is given by > > | ¢, with ¢, given by

Cp = anbl + an_lbg + Cln_gbg + -+ &an_l + albn .

For the coefficients in the series expression for f(z) this evaluates to

(e () (30) B ) (1) (220)
(

ot ]
n 2n-1) 3(n-2) n

- 1
- 2 Zp(n—p+1)'

Using partial fractions we can write
1 1 1

sn—p+D) (mtlp mtDm—pt1)

Using this we can simplify the sum in the expression for ¢, as

n

S o2 G
pzlp(n—p—l—l) n+1 p n—p+l

p=1
1 1 1 — 1
Tt
n—l—lp:lp n+1p:1n+1—p
1 1 1 1
T
n—l—lp:lp n+1p:1p
2 1
— l 51
n—i—lzp (51)
p=1

The expression for ¢, now looks like

(_1)n+1xn+l n 1
Cp=—""" —.
n -+ 2 o P

Thus the expression we have derived for f(x)? takes the form

far =3 Y e, (52

— n+1
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where I have defined the numbers H,, as

H"EZ

This is the expression we were trying to show.

Part (b): If x = 1 the left-hand-side of Equation 52 is the expression

If x = 1 the right-hand-side of Equation 52 is the expression

> 1,1 1 >
_1n+1 1 n+1 n
Sy (kg g g ) = S

n=1 n=1

where H,, is defined by the sum above. As this series is obtained from the terms from the
product of two convergent series if this sum converges then by an application of Theorem 30
we can conclude that the two sides are equal.

To show that this series converges from the previous section we had
H, =log(n) + v,

so the “right-hand-side” sum is given by

L (—1)" ! log( = (1),
>y E
— n+1 vt n+1

Each of these series converges by the alternating series test and thus the original series
converges.

Exercise 2

From the geometric series we have

" 1
Z(_T) = 1 —l—’f”
n=0
If we take r — 22 this is
= 1
n,.2n
Z(_l) YT
n=0
If we integrate both sides we get
> x2n+1 )
Z(— ) P =tan  (z)+C



If we take = 0 as tan"!(0) = 0 we have that C' = 0 and we thus have shown that

If we write this sum in starting at n = 1 it is

B > . 113'2”_1
tan 1(1’) = Z(_l) +12ni—]_ . (54)
n=1

This series converges absolutely by comparison with the geometric series Y2, . Then
using Theorem 27 from the book the value of (tan™'(z))? is given by > >° | ¢, with ¢, given
by

Cp = anbl + an_lbg + Cln_gbg + -+ &an_l + albn . (55)

For the coefficients in the series expression for tan™!(x) this evaluates to

o= (55) (=) (5 () o+ (B (55)
= (—1)"+lxzn ( 1 + 1 N #)
12n—-1)  3(2n—13) (2n—1)1

— (_1)n+1x2n Z 1

p=1,3,5,...,2n—1 p(2n —p)

Using partial fractions we can write

1 1 1

p@n—p)  2mp  2(n—p)

Using this we can simplify the sum in the expression for ¢, as

1 1 1
ey R SIS R DI e

p=1,3,5,....2n—1 p=1,3,5,....2n—1

_(_1)n+1x2n 1
e > oo

p=1,3,5,....2n—1

Thus the expression we have derived for (tan~!(x))? takes the form

. - 0 (_1)n+1x2n 1
(tan~"(2))* = — > ; (56)
n=1 p=1,3,5,...,.2n—1
B © (_1)nx2n+2 1
B Z n+1 P (57)

p=1,3,5,....2n+1

3
Il
=)

which is the expression we were trying to show when we multiply both sides by %

88



Following the same arguments as in the previous exercise when x = 1 the series expansion
for tan~1(x) converges by the alternating series test. The right-hand-side of Equation 57
when z = 1 can be written as

(=1 1
Z( ) <H2n__Hn) )
— n+1 2

using the fact that H,, = log(n) + 7, we can show that the above series converges using the
alternating series test. Then using an application of Theorem 30 we can conclude that the
two expressions are equal (when x = 1).

Exercise 3

I think there is a typo in this exercise. I believe the statement “putting x = —y” should be
“putting x = —1”. The statement in Examples XIV 10 is given by Equation 49. If we take
xr = —1 in that expression we get
27 = (—1)n Ay,
n=0

which matches the desired expression in the book.

Exercise 4

Each of these series converges absolutely by comparison with the geometric series y | ™.
Then an application of Theorem 29 gives that the limit as x — 1~ tends to the expressions
given.

Exercise 5

Part (a): In this case ) a, and > b, are absolutely convergent so »_ ¢, is absolutely
convergent and equal to the product of the two sums (using Theorem 27).

Part (b): In this case > a, and )_ b, are convergent by the alternating series test (but not
absolutely convergent). The coefficients ¢, in this case can be written as
"L /(=1)P as
i
—~\ r n—p+
2(—1 n+1
= ( ) Hn ’
n+1
using Equation 51. Using the fact that H,, = log(n) + 7, we can show that »_ ¢, converges
using the alternating series test. Then a use of Theorem 30 gives us that the product of

> a, and Y b, is > cp.
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Part (c): In this case ) a, and ) b, are convergent by the alternating series test (but
not absolutely convergent). I claim that the sum > ¢, does not converge and thus does not
equal product of ) a, times > b,. To show that this series does not converge note that the
coeflicients ¢,, in this case can be written as

() ()

n+1 - 1
= (—1) wam'

p=1

To find a bound on ¢, recall the inequality

zy < (" +y%),

N | —

so that )
Vovn—p+1< §(n—|—1).

Using this we get
2

1
> .
Vvpvn—p+1 7~ n+1

Thus a bound for ¢, is

2 2n
n> = 5
‘C‘_antl n-+1

p=1

Note that |¢,| does not converge to zero as it must if Y ¢, was a convergent series.
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Chapter 11 (Uniform Convergence)

Examples XVI

Exercise 1

Part (i): For these we need to find bounds M,, for each of the terms where the bounding
sequence Y M, converges. We can do that with

" 1
e
" 1
<
nn+1)| ~ n(n+1)
x2n 1 1
< —.
x2n+n2 — Z’2n+$2 — n2

Part (ii): In the same way as the previous part using the fact that

2" > 6",
and
1+ 2" > |z"| > 0",
we have
1
< =
e
1 1 1
< _
1+ azn |lzn| = om
1 1 1

As > % and Y % both converge by using Theorem 35 these sums converge uniformly.
Part (iii): As |2"| <" and ) §"™ converges the original sum converges uniformly.

For the second sum we can bound the terms by those of a convergent sum as
||

n+1

< |z"| <"

For the third sum we can bound the terms by those of a convergent sum as

|(n+1)z"| < (n+1)5".
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Here the sum with terms (n + 1)¢§™ can be shown to converge using the ratio test.

For the fourth sum we can bound the terms by those of a convergent sum as
|n3xn| < n35n7

and Y n3d™ can be shown to converge using the ratio test.

Part (iv): For the first sum we can bound the terms by those of a convergent sum as

1 1 1 1

- < =,
nt +n2x?2  n2(n®+22) n?(n?) n?

For the second sum we can bound the terms by those of a convergent sum as

1 1 1

= < —.
n? +ntrt  n2(l4n2z?)  n?

Exercise 2

Let a,(0) = cos(nf) then we can show that

u n sin (%) cos (—("21)9>
sp(0) = Zak(9> = Z cos(kf) = i () (58)
k=1 k=1 2
If a,(#) = sin(nh) then we can also show that
n n sin (n_@) sin (n+1)0
sn(f) = Zak(é’) = Zsin(k@) = 2 — (€<) 2 ) (59)
k=1 k=1 2

In both of these cases we have that

1
snﬁ =T e
=0 = )

If we plot ‘sin (g)‘ as a function of # over the range [0, 27] we see it looks like a one-hump
function that starts at zero for § = 0 and ends at zero for § = 27. Thus for 6 € [§,2m — ]

2 2

and thus we have the upper bound on s,(6) of
1

. ) .
[sin (3)]
If we seck to apply Theorem 36 (Dirichlet’s test) this is the value of K we could use. Next

as we are told to assume that v,, — 0 by applying Dirichlet’s test we have that both of the
sums Y v, cos(nd) and > v, sin(nf) converge uniformly for § < 6 < 2w — 0.

Y

|sn(0)] <
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Exercise 3

For the first two sums the desired conclusion follows as a direct application of what we have
shown in Exercise 2 with v, = % For the second two sums using the fact that

Y

sin(n@)‘ <L and
S

cos(né’)‘ < 1

n? n? n?

for all 6 from the Weierstrass M test we can conclude that they also converge uniformly.

Exercise 4

This sum can be written as
—2km

HZ 27 =1

e—2kx 1
<
k)2 —1°- (2k2—1

when z > 0 by using the Weierstrass M test we can conclude that this sum converges
uniformly.

As

Exercise 5

This follows from Theorem 33 in that if we differentiate term-by-term that expression is
equal to the derivative of the function that is the sum of the terms (except possibly at the
end points of the domain). Thus since the sum converges to f(x) for z > 0 the sum of the
first derivatives of the terms must converge to f’(x) over z > ¢; and the sum of the second
derivatives of the terms must converge to f”(x) over > dy > 6.

Exercise 6

As over 0 < z <1 we have
n

1
n?

T

)

n?
which converges by the Weierstrass M test this series converges uniformly. Because this sum

converges uniformly the integral of the sum of terms is equal to the sum of the integral of
each of the terms. Computing the integral of one of the terms we get

/ n1+ 1)

This with the above statement gives the desired conclusion.
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Exercise 7

To use Theorem 37 (Abel’s test) we need to write the sum as Y a,(z)v,(x) where v,(z) is
monotonically decreasing/increasing, Y a,(z) uniformly convergent, and |v,(z)| < K for all
n. In this sum if we take v,(x) = 2™ and a,(x) = a, then v,(z) is monotonically decreasing
for x € [0,1], |v,(x)] < 1 for all n and ) a,(z) is uniformly convergent. Thus we can
conclude that ) a,z™ is uniformly convergent.

Exercise 8

From the previous exercise we know that > a,z" is uniformly convergent for 0 < z < 1.
Using that, and continuity properties of uniformly convergent series, as a,z™ is continuous
we have that ) a,2™ is continuous for the domain 0 < z < 1 and that

lim E anx”:E ay,

r—1—

which is the statement of Theorem 29.

Exercise 9

This sum can be written as (perhaps with an alternating factor of (—1)" inside the sum)

2 _ 2
~a—n
Following the hint we have
cos(nz) 2
a2 —n2?| = (1/2)n2  n2’

An infinite sum of this upper bound converges and so by the Weierstrass M test this series
converges uniformly.

Exercise 10

I claim that this series converges uniformly for |x| < § < 1. In that case there is a N such
that

2" < 5
x‘ —
27
for all n > N. Then for these values of n we have

1 1

1 > —2"| > 11— ==

Tt = > L= g = 5.
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and thus
(-1)a”

n(l+zm)
As the sum with these terms converges using the Weierstrass M test we have that our original
sum converges uniformly over the domain |z| < 4§ < 1.

< —.
n n

Exercise 11

As > u,(x) converges uniformly given an e > 0 there exists a N such that
lun(z) + ung1(x) + -+ ungp(z)] <€,

for all p > 0. Note that for the sum Y >° u,(z)F (z) given a € > 0 the same value of N
(found above) will work in that

|F(z)un () + F(z)una(z) + -+ F@)unp(e)] = [F(2)|[un(z) + unvi (@) + -+ unip(z)]
< |un(x) +unr(x) + - - +unsp(z)| < €.

Thus Y07 | u,(x)F(x) also converges uniformly and because of that the integral of this sum
is the sum of the integrals (showing the desired expression).

95



Chapter 12 (Binomial, Logarithmic, and Exponential)

Examples XVII

For this section we will need the Binomial theorem

(1+:17)":1+n:r+n(n2_1):)32+n(n_lg)!(n_2)x3+---+(Z)xrjt---, (60)
with . ) '
(1) = e, (61)

Exercise 4

If we take n = 3 in Equation 60 we get

nen? e (3) (0) 75 (3) () () e

which is the desired expression.

l3

Exercise 5

From the binomial theorem with n = —2 and replacing + — —x we get
o1 ooy s CAI L CDCHED
=1+20+432" +42° +-- -, |
which is the desired expression.
From the binomial theorem with n = —3 and replacing © — —x we get
eyt =1 gy ¢ CAD e CICHED o I (Bort )
=1+3z+ %(3 A)a? + %(4 5)a® 4 (—1)?(3)(4)(52!. SChl
- 1+3:c+%(3-4):62-1-%(4-5):634-----1- 3'4'5"'7"(7:+1)(T+2>xr
= 1+3x+%(3-4):62—%%(4-5):634----4-w:ﬂ.
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Exercise 6

Recalling that

1 o
l—xzzzl’
1=0

and using the binomial theorem we can write the given expression

(I—a)™ ~1
1= )™
as
(M k, k ) N~ (m—1 n.n
(Z(k)(—l)x><2x>—2( ; )(—1)x . (62)
k=0 1=0 n=0
Computing the product on the left-hand-side of Equation 62 our expression is equal to
- - m n— n - m—1 n,.mn
(S0 -5 o
n=0 \1=0 n=0

If we equate powers of x we see that

£ ()

=0

) () ers)

which is the desired expression.

Exercise 7

We will use the binomial theorem to derive the power series representations of lflw and ——

(1—z)*"
To start recall that using the binomial theorem we can write

- ix =(1—-a)t= f: (‘kl) (—1)kak .

k=0

Now the binomial coefficient above can be simplified as

1\ (=D(=2)(=3) - (1 —k+ 1) (—1)FK! A
(k:): ! = U

Putting this into the series above we find

LY = Y, (63)

1—x
k=0 k=0
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1

the well known expansion for ;.

Next we have

a —193)2 =(1-2)2= f: (—kz) (—1)kak .

k=0
In this case the binomial coefficient above can be simplified as
(—2) C(=2)(=3)(—4) (2K +1) (=1)*2-3-4---k(k+1)

i i = i = (=1)*(k+1).

Putting this into the series above we find

i —11«)2 = (k+1)z*. (64)

k=0

Next we evaluate the expression

This becomes
= /m o - = (m—2
—1Va? kY 1)
(Z(j)( )x)(Z(k—irl):c) Z( . )( 1)z (65)
7=0 k=0 n=0
Computing the product on the left-hand-side of Equation 65 our expression is equal to

> (i (77) (~1)'(n—1+ 1)) =3 (m; 2) (1)

n=0 =0 n=0

If we equate powers of = we see that

(")

(m; 2) _ g (T)(—l)"‘l(n —l4).

In this last sum we will let k¥ = n — [ then the above becomes

<mn_ 2) - 2": <nn_1k) (—1)*(k+1).

k=0

(1) -+,

or

For the next identity
14+ 2)"(1+2)? = (1 +z2)""2,
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using the binomial theorem gives

<g (Z’Z)x“) (1420 +a) = i(mw) .

S ()2 (e ()= (07

or

If we shift the indices of the sums on the left and release some terms we get

(3 (7)o () [ 202 ()= () ) ()

Dropping common terms on both sides we get

SI0) ) ()] A5 )

n=2

If we equate powers of = we see that we have

(")) =lm) )

for a second identity.

Exercise 8

To prove this, we start by noting that

: (Z) ~ inr!)!r! (n— r)nér —1)!
n(n —1)!

T n—1—(r—1)(r—1)!

:"C:D (66)

Using this we find

- —”Z (” N 1) = —n(-14+1)"1=0, (67)

using the binomial theorem to “undo” the sum.
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To prove the second identity we will use mathematical induction. Thus we assume that
= n
> (1) =o.
r=1 r

is true for all m =1,2,3,--- , M — 1, M. We have shown this to be true for M = 1 in the
first part of this exercise. Now consider this expression for m = M + 1 and we will removing
one r from the factor r»*! using Equation 67 as

Sy (Z) e (Z B D

) j;zéi(—ly%J4<Z::i>
:_%§;¢JVQ+1V%?;1). (68)

Now if we expand (r + 1) using the binomial theorem again we get
M
M .
(1+n)" = (.)W,

Note that the powers on r in this sum are all less than or equal to M. Thus by the inductive
hypothesis the sum over r of each of these terms vanishes. Thus the sum with m = M + 1
in Equation 68 also vanishes and we have shown the induction step.

Note: there must be a way to show this identity starting with a more obvious identity and
then perhaps expanding terms using the binomial theorem but I was not able to come up
with such a method. If anyone knows of one please contact me.

Exercise 9

To start this exercise note that for f(z) defined as

f’(l’):H(l’—CLr)—l— H (x_ar)+ H (x_ar)+"'+ H (x_ar)
r=2 r=1;7r#2 r=1;7#3 r=Lir#n
= H (x —a,)
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From this expression, if we evaluate this at © = a, for a p in the domain 1 < p <n we find

f/(ap>:O+~-~+0+ H (ap—ar)-|—0+...+0

We will need that expression later.

Next if we use partial fractions to expand % we would have

oz)  olz) A
flz) Tz —ar) _;I—ar’

where A, a constant. To evaluate the value of A, we multiply the above by the f(x) =
[T, (z — a,) on both sides to get

r=1

If we evaluate this at a, we get

so solving for A, we get

a H?:l;j;ér(a'r —aj)
Then from Equation 69 we can write this as

With this coefficient we have

Now using

1—-* =0

ar

I 1 1 i z*
T —a, a, ( ) a ak’
which (as a truncated series) is more accurate when |z| < 1 we get

o) g~ dla) (1 gnat
f(x)_;f/(ar)< arzalﬁ>

k=0

_ = S(Zk - (b(ar) a—k—l
- { Pl } i

— r=1
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On the other side if |z| is large (i.e. |z| > 1) the series we use is given by

1 1 1 X ak
x—arzx(l—%) :;ZE

k=0
In this case the sum we get is given by
r) 9 1o

Y aj_k_l{ -~ ola) a’:} . (72)

Exercise 10

This is a practical example of the expansion performed in Exercise 9 above. Using partial
fractions we would have
51’2 — 16x + 13 o Al X Ag X Ag
(z—1)(z—-2)3x—-5) 2—-1 2-2 3x-5"
Evaluating the coefficients A;, A,, and As we find A; = 1, Ay = 1, and A3 = —1 so the

expansion we have shown is

502 —16x+13 1 Lo
(r—1)(z—-2)Bx—-5) -1 2-2 3x-5

We can write this as

Su* =16z +13 1 1
(x —1)(x —2)(3x —5) l—z 2(1-1%) 5( —%)
A 1
= — €T —_ =  —
2n0 5 n=

R . 3"\ .
- T on+l + Hn+1 T
0

n=

Exercise 11

Part (i): Note that by combining terms, we can write the terms of this series as

1 1 1
= Tl 2n42
_1 dn+ 3
“n (2n+1)(2n+2)
In + 2

n(2n+1)(2n+2)
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We can show that the above sum converges using the ratio test by comparing these terms
with the terms of the convergent sum .

Part (ii): For this part we will break the partial sums into harmonic sums and then express
these in terms of the natural log. Towards this end let

n

Sp = E ag ,

k=1

and simplify s,, as

S P 1 1
S"Z;E_;<2k+l+2(k+l))

G A | 1
iS5

9

k=1 k=2

"1 - 1 1 1 1 1
S N — ) —(14=

25 [;<2k—1+2k) < +2)+<2n+1+2n+2>

n 2n

1 1 3 < 1 1 )

N

k:lk k:lk 2 2n+1  2n+2
= 3 log(n) + 9 — (log(2n) + 7o) L
= o T8 T T L0BLEN) T on m+1  2n+2

3 1 1
— 2 10g(2) + v, — Yoy — .

3 T1o82) + 7 = <2n+1+2n+2)

If we take the limit of the above as n — oo we see that

3
S — 5 — log(2) = 0.8068528

Exercise 12

Lets define f(x) = log(1 + %) so that

3x2

f@) =1ra

Note that we can expand ﬁ in a power series to write

f/(x) = 3:(;2 i(_1>nx3n —3 i(_l)nx3n+2 '
n=0 n=0

The above series converges uniformly on any interval |z| < ¢ with § < 1. Thus for small
we can integrate term by term from 0 to x to get

e (_1)n 3n+3

X
log(1+2%) =3
rd 3n + 3
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For the next function
f(x) =log(1 —z + 932) ,

there are a couple of ways to perform this exercise but none of them seemed particularly
cleaver /easy so I leave it to the reader to fill in the details if desired. One way to solve this
exercise is to compute the derivatives of f(x) that are needed for the Taylor series. Another
is to factor the polynomial 22 — z + 1 into two factors obtaining the roots of this quadratic
as

?—z+1=(r—2x)(r,—1),

and then perform two Taylor expansions on the final two functions in

log(1 — = + 2?) = log(r; — ) + log(ry — x) = log(r173) + log (1 - E) + log (1 — 3) ,
T1 T2

using the known Taylor expansion for log(1 —z) in Equation 73. For this quadratic the roots
r1 and 7y are complex and thus the algebra for this is complicated. Finally, one could use
the Taylor expansion of log(1 — z) but then replace the x with # — 22 (to be considering the
function log(1 —z +2?)) and expand as many powers of (z —x?)" as needed for the accuracy
desired. If anyone sees a simpler/better method please contact me.

Exercise 14

Let this ratio be given as

120 + 60z + 1222 + °
120 — 60x + 1222 — 23

= F(z) = fo+ fix + for® + fs2® + fax* + -+,

Here F'(z) is the function representing the given ratio and Y f,z™ is its power series. From
the above we have

120 + 60z + 1222 + 2° = (fo + fix + for® + faz® + fur* +--)(120 — 602 + 1227 — 2%).

If we expand the right-hand-side we can equate powers of x with the left-hand-side and solve
for the coefficients of F'(x). Expanding the right-hand-side gives

120 + 60z + 1222 + 2® = 120 fy — 60 for + 12fox?® — fox®
+120f1z — 60 f12% + 12f12% — fi2*
+ 120 f52% — 60 f22° + 12 foz* — for
+ 120 f32° — 60 f3z* + 12 f32° — faa® + -
= 120fy + (—60fy + 120f1)x + (12f; — 60 f, 4+ 120 f5)z>
+ (—fo +12f1 — 60fy + 120 f3)2* + O(2?).

Setting the left-hand-side and the right-hand-side equal and equating powers of z we see that
fo=1 fA=1, fo= %, and f3 = %. Note that these are the coefficients of the power series
of e* as we were to show. One could continue this process to as high an order as desired.
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Exercise 15

We will use

(1_1')1221'"’
n=0
and
Ooxn—l—l OO "
log(1 — z) = — __ .
ol =) = =) oy =

Taking the requested product we find

(1—2)""log(l —x) = x§:(

If we integrate the left-hand-side from 0 to x we note that the left-hand-side is then

[ 0= 0s1 = €1 = 3 (1081 = €))7 = 5001 — )

While the right-hand-side is then

> (i)

n=0

Equating these two gives the desired expression.

Exercise 16

Using the two expansions

0 Ll
log(l—2z) = Zn+1

0 n+1,.n+1
log(l+x) = Z()—x,

n+1

3
Il
=)
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we can compute the desired product and find

log(1 + z)log(1l — ) = (Z %) <Z 5711)

(_1)k+1 l,n+2
kt+Dn—k+1) '

k=0

1, 1 1Y\
log(1 4 z)log(l —z) = —mx + (—m + m) x
+ (1) + L )x4
(3) 2(2) 3(1)

From the above it looks like the above series has only even terms. We can simplify this inner
sum (and the full expression ) to emphasis this if we note that using partial fractions we
have

1 1 1 1 1
(k+1)(n—k+1) n+2 <k+1) T2 (n—k+1) '
This means that when we sum for £ = 0 to £k = n we can simplify the second term to look
like the first. I find

i (_1>k+1 B 1 i (_1)k+1 N 1 i (_1)k+1
—(k+1)n—k+1) n+24 k+1  n+24n—k+1

1 -1 k+1 _1n_” -1 k+1
Z( ) ( )Z( )

n+ 2 E+1 n—|—2k:0 E+1

(14 (1" ¢~ (D

n+ 2 — k+1

Note that this is zero if n is odd. Thus our product can be written as

g+ 0 bogll )= S ( 2 )<i<—1>k+l>xn+2
(0) x) 1o — ) = —_— —_—
ey n—+2 prt k+1

gEyeee

A - e LA
=a") n+1Z 1 |7

n=0 k=0

Expanding a few terms of this series we get the same results as derived earlier.
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Exercise 17

Write this as
(1+a) V2 =1/ (1 + x_l)_l/2 ,

and then use the binomial theorem on the second factor. To do that note that
-1
()
0
—1/2 1
1/ 2

(-1/2) _ (2121 (21/2)(=3/2)
2

1-3
2! 2 2-4°

Thus to the number of terms requested we have

1 1-3
1 “12 12 () gty T 22
(1+x) x 29: +2_4:L“

1 1-3
_ 12 2 -3/2 179 —5/2 .
X 2:B +2'4x .
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Chapter 13 (Power Series)

Notes on The Behavior of a Power Series on its Circle

We have

I+z4+22 442" =

the expression in the book.

The fact that both (nf) in(nf)

cos(n sin(n
converge follows from a special case of “Dirichlet’s test” which states that if (v,) is any
monotonic sequence that converges to zero and (a,) is a bounded sequence of numbers such
that

lay +ag + -+ a,| < K,

then > a,v, is convergent. Here v, = 1 a monotonic sequence and a,, is either cos(nf) or

sin(nf). The above sum of z" (when taking the real and imaginary parts) show that |>_ a,|
is bounded allowing the use of Dirichlet’s test.

Examples XVIII

Exercise 1

This follows from Abel’s test (for uniform convergence). Here we write

Z apx" = Z anv, (),

with v, (x) = ™. Now to apply Abel’s test note that v,(x) is monotonically decreasing in n
when z € (0,1). We also have that

e Y a, is a uniformly convergent series
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e |v,(x)| =|2"| <1 when x € (0,1).

Thus Abel’s test implies that > a,z™ converges uniformly for = € (0,1).

This also follows from Abel’s test (for uniform convergence). Here we write

D apa" =) (1) an(—x)" =) (=1)"av. (),

with v, (z) = (—z)". Now to apply Abel’s test note that v,(z) is monotonically decreasing
in n when = € (—1,0). We also have that

e > (—1)"a, is a uniformly convergent series

o |v,(z)| =|(—2)"| =|(=1)"2"| < 1 when x € (—1,0).

Thus Abel’s test implies that > a,z™ converges uniformly for z € (—1,0).

Exercise 2

This is a consequence of power series multiplication. For example we have

f(x)g(z) = Z anTy Z b z™

= (a0 + a1z + asx® + azz® + agx’ + -+ ) (b + biz + box® + bsa® + by’ + -+ )

= apby + aphix + agbaz® + agbsz® + agbyzt + - - -

+ arbox + a1byx? + a1boz® + aybsxt + ajbgx® + - - -

+ asbox® + ashix® + asbezt + asbsx® + asbya® + - - -

+ asbor® + azbix* + agbex® + asbsz® + azbgx” + - - -

= agby

+ (a1by + agby)x

+ (agby + arby + agbs)x?

+ (asby + agby + arby + aghs)z® + - - - .
The general expression for the coefficient ¢,, of ™ in the product for f(z)g(z) is the expression
given in the book.

Exercise 3

Define this expression f,(x). Then we have

1’2 In—2 1’2 xn—l
()= (1 4. = _ (1 4. —z
fr(x) ( totort +(n—2)!)€ ( totort +(n_1)!)e
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Now using e™* =3 72 # in the above we get

fix) = — n_l,Z

=0

kk+n1

Integrating this we get

k k—l—n

Jale) = n—l'; k+nk' +C,

for some constant C'. Taking = 0 in the original expression for f,,(z) we see that f,(0) =1
and thus C' = 1. This means that we have shown that

" 1 T x? N x3 N
m—1D!'\n n+1 2/(n+2) 3l(n+3) ’

fn(x) =

as we were to show.

Exercise 4

To study convergence of these infinite series we will use d’Alembert’s ratio test. To do that

we will need to compute limits of the ratio mﬁ

Part (i): We find

[un| n|z|™ B n 1
] (n+ Dt \n+1) J2]
As n — oo this will be larger than one if |z] < 1. If |z| = 1 then the limit of the terms in

the sum don’t go to zero as n — oo and so the infinite sum cannot converge. To sum this
series we would recall Equation 78.

Part (ii): We find
un] (( (n+1)]z|" ) y ((n+3)(n+4)) _ (n+1)(n+4)‘

n+2)(n+3) (n 4+ 2)|z|"+1 (n+2)2|z|

|un+1‘

As n — oo this will be larger than one if |z|] < 1. If 2 = 1 then this sum diverges by
comparison with the terms of the series n=!. If 2 = —1 then this sum converges by the
alternating series test.

To sum this series note that using partial fractions we have

n+1 _ 1 n 2
(n+2)n+3) n+2 n+3’

This means that the sum we want to evaluate can be written as
n+1 1 1
Z(n+2)(n+3)z 2 oaiat Y s
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To sum these two sums on the right-hand-side we will write them so that we can evaluate
them using Equation 80. We have

2 2 2, gt I 2" 1[N 2"

;n—i—Q _§n+2:;;n+1:;<;n+1_1>

2 2 1 o= 22 1 o= 2" 1 [ 2" z
§n+3 ?n:0n+3:§;n+1:§<;n+1_1_§)‘

We would need to combine the two sums above to get the final sum/result.

Part (iii): We find

lun| n?|z|" n? 1

e —)—’
unta| (R 120 (n+1)% 2 2]

as n — 0o. This will be larger than one if |2| < 1. If |z| = 1 then the terms of this sum
don’t limit to zero as n — oo and the sum must diverge. To sum this series we would recall
Equation 79.

Part (iv): We find

lun|  ( nlz]” y (n+2)? _ n(n+2)? . 1
[tnsa] — \(n+1)2 (n+ D)zt (n+1)3z 2]
as n — oo. This will be larger than one if |z| < 1. If z = 1 then this sum diverges by

comparison with the terms of the series n=!. If 2 = —1 then this sum converges by the
alternating series test. To sum this series we would recall Equation 82.

Exercise 5

Note that we can write the terms of this series as u, 2" where

(Hzn ol(a + l)) (Hzn_ol(b + l))
nl (Hz (C + Z)) ’
for n > 0. Here we are using the convention that Hi_:lo f(i) = 1. The easiest way to “verify”

this is to check that these terms are correct by evaluating the above for n = 0, n = 1, and
n=2.

(76)

Uy =

To study convergence of the infinite series we will use d’Alembert’s ratio test. We first need

lunz"|

to compute the ratio e where we find

|un?"| :<(Hzo<a+z>) ([T (b +1) Iz\">x< (n+ DM (I Tio(c +14)) )
ZmH n! (T2 (¢ + 1)) (ITizo(a +2)) (TTizo (b + 1)) [2]+!
_ (n+1)(c+n) _)i
(@+n)(b+n)lz] |z

‘Un+1
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Thus the limit of this fraction as n — oo is the value ﬁ By d’Alembert’s test our sum will
converge if ﬁ > 1 which happens if |z| < 1. This test also tells us that the sum will diverge
if |z| > 1.

Exercise 6

Note that we can write F'(a, b, c; z) as

[e.e]

F(a,b,c;z) = Zunz" ,
n=0
with u,, given by Equation 76.
Part (i): Using the above we have that
F'(a,b,c;2) = Znunz"_l = Z(n + Dty 12"
n=1 n=0

From the expression for u, we have that

(ITio(a +9) (ITio (b +9))
(n+ DI [o(c + 1))
ab  ([iza(a +9) T2, (b + 1))
n! (ITi2 (e + 1))
ab  (licy(a+1+i =D)LL, b+ 1+i-1)
n! (T (c+14+1i—1))
w (IS @+1+9) (5 0+ 1+9)

T n! (H?;OI((:+ 1+ z’)>
ab

_ /
—?Xun.

(n+ Dupsr = (n+1) x

Here the value of u], is Equation 76 but evaluated at a - a+ 1,0 - b+ 1, and ¢ - ¢+ 1
slightly different than the normal definition of u,. Thus if we denote the dependence on a,
b, and c explicitly in the expression for u, we have just shown

b b
Flabez) =2 ugla+ Lo+ Let 1)z" = ZF(a+1,b+ et 152),
C C

n=0
as we were to show.
Part (ii): This relationship is known as “Euler’s transformation” of the hypergeometric

function® and (from the research I did) seemed to be somewhat involved to prove. If anyone
has an easy proof of this relationship please contact me.

3https://en.wikipedia.org/wiki/Hypergeometric_function
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Exercise 11

The terms of this sum can be written as

[1-3-5--(2n — 3))a"*!
246 (2n)]2n+1)

Up =
forn=1,2,3,....

Part (i): For this we have

[un| ([]_-3-5-..(2n—3)]|$|2n+1) X( [2-4-6---(2n) - (2n + 2)](2n 4 3) )
2-4-6---(2n)](2n + 1) [1-3-5---(2n —3) - (2n — 1)]|x|?+3
(2n+2)(2n + 3)
S @2n—1)2n+1)z2

|un+1| B

If we take the limit as n — oo the above equals # This sum will converge if this limit is
larger than one which happens if |z| < 1.

Part (ii): If x = 1 then the test above is inconclusive. To determine convergence we will
use Rabbe’s test for which we need to compute

() (B )

10n +7 _)10 5>1
=N _ = —
(2n —1)(2n + 1) 4277

and thus this sum converges.

Exercise 12

The terms of this sum can be written as

forn=1,2,3,.... For this we have

lun| (0= Dz] y (n+ 1)t
Uns1| n" nl|z[m+

1 v 1\ "
— 1+ )™ - (14 =
x| nrtt || n
1 1\" 1
= —(1+=) (1+=).
|| n n
If we take the limit as n — oo the above equals ﬁ xex1l= ‘%‘ This sum will converge if

this limit is larger than one which happens if |z| < e.
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Exercise 14

To study convergence of this infinite series we will use d’Alembert’s ratio test. We first need

to compute the ratio |u|“’+“1| where we find

\un\:(1-3~5-7~-~(2n—3)~(zn—1)|x\")X( 2.5-8--(3n—1)- (3n+2) )
2.5-8---(3n—4)-(3n—1) 1-35-7---(2n — 1)(2n + 1)[z[**!

(1) ()

Thus the limit of this fraction as n — oo is the value

|un+l|

3

Sl By d’Alembert’s ratio test our

sum will converge if 2‘ - > 1 which happens if |z| < 3.

Sums involving 2"

Recall that

o . 1

gives the sum of 2. Taking the z derivative of this gives

S DT
;”Z “Taop VT a

Multiplying both sides by z gives

;nz" = i (78)

This give the sum of nz". Taking a z derivative of this gives

Zn2nl 1 22(-1)  1—2+42z 1+=2

(1—2)2 (1—2)3 (1—23 (1—2)3"

Multiplying both sides by z gives

- 2 n_2(1+z)
;"Z o (1_2)3‘ (79)

This give the sum of n?2". We could continue this pattern for as long as needed to get other
sums of the form nPz".
Starting with Equation 77 and integrating both sides we get

> n+1

z
;n+1+c_—1n(1—z).
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Taking z = 1 we see that C' = 0 and we have

n

> ni o= ln(l —2). (80)

n=0

. If we integrate the above from 0 to z (so that the sum is

only the terms 72 ) we get

(+1

2, “1 Oln(1 —
Yy - :—/ —ln(l—x)dmz/ W= 2) = Lig(a).
—~ (n+1)° 0 T : x

Where the integral on the right-hand-side is the dilogarithm*. Thus we have

Zn-i—l

(n+1)2

= LIQ(Z) .

WK

Il
=)

n

If we divide this by z we get

o0 n

This gives sums of the form rTE . If we take the z derivative of this we get

+1

L el 1 1d
S — _Li el g
— (n+1) 2 b(z) + zdz i (2)

_ —éLig(z) + % (—% In(1 — z))

- _2_12 (Lia(2) +In(1 — 2)) .

If we multiply this by z we get

Z n+1 = —%(Lig(z) +In(1—2)) . (82)

4https:/ /mathworld.wolfram.com/Dilogarithm.html
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Chapter 14 (Integral Test)

Notes on the Text: Proving the s, and I, bounds

Starting with

n+1
foos 1)< [ fa)de < f(m), (83)
and following the suggestion in the text we write this forn =1,2,3,--- ;'n—2,n—1 as
2
1)< [ s < 1)
1

f3) < / f(x)de < £(2)

f(n) < /: flz)de < f(n—1).

If we add these we get
Sn_f(1><ln<5n_f(n)7 (84)

which is Equation (2) in this section.

Notes on the Text: Bounding a sum with an integral

Here we write Equation 83 for n in {n,n+1,n+2,--- ,n+k—1} as
n+1
f(n—|—1)</ f(x)dx < f(n)

f(n—|—2)</:r flz)de < f(n+1)

n+k
f(n—l—k:)</ f(x)de < f(n+k—1).
n+k—1
If we then sum these we get
n+k

f(n+1)+f(n+2)+'“+f(n+k)</ fle)de < f(n)+ fn+1)+---+ f(n+k—1). (8)

Using the sum of f(-) on the left-hand-side of Equation 85 to bound the sum of f(-) on the
the right-hand-side we get

n+k—1

f(n)+f(n+1)+~-~+f(n+k—1)</ fl@)dz.

n—1
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In summary then, lower and upper bounds for the sum Zn—i—k—l f

- f(7) are given by

n+k n+k—1
/ f(a:)d:v<f(n)—l—f(n+1)—|—---—l—f(n+k—1)</ f(z)dx. (86)

n—1

Lets consider some examples using Equation 86.

Bounding sums of %

If f(x) =

% then Equation 86 becomes in this case

/n+kdz<1+ Lo </n+k_1dz (87)
., T n n+1l n+k—1 1 r

Now note that

n—+k k Lk
/ 9 (@)™ = In(n + k) — In(n) = In <”+ )zln <1+ ) .
n x n
This means that Equation 87 becomes

k 1 1 1
mh{l+-)<-4—+ - +———<In(1+
n n n—+1 n

which is the statement given in the book.

n:) , (88)

Bounding sums of 2
n

If f(z) = % then Equation 86 becomes in this case

/n—i-k dx - 1 N 1 N N 1 - /n—i-k—l dr
o2 n? (n+1)? > n

(n+k—1 7 (89)
Now note that
/n-i-kd_x _ln+k _(1 _l)_l_ 1 "
S 2 x|, n+k n n n+k nn+k)
This means that Equation 89 becomes
ﬁ<%+ﬁ+”.+(n+;—l)2<(n—1)(:—1—k)’ (90)

which is the statement given in the book.
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Bounding sums of -
n

If f(x) = % then Equation 86 becomes in this case

/m de 1, 1 L4 L < /WH du (91)
oo md o (n+1)3 (n+k—=13 " J,o, %
Now note that

/"“f de o™ 11 1 _ 2nk 4+ k2

W2 =2 2\n2 (n+k?2) 2n2(n+k)?

This means that Equation 91 becomes

k4R 11 1 2= Dk+R
2n2(n+ k)2 n?  (n+1)3 (n+k—12% 2(n—12(n—-1+k)?"

(92)

1

Bounding sums of

If f(z) = x%ﬂ then Equation 86 becomes in this case

/ e 11 ! < / N
w2241 n?24+1 (n+1)2+1 (n+k—-124+1 J,_; 2241
Now note that
n+k dx
-1 n+k 1 -1
/n o tan (:B)}n =tan (n+k)—tan™ (n). (94)

To further evaluate this we need to compute the difference on the right-hand-side. To do

this recall that
tan(z) — tan(y)

t —y) =
(& = ¥) = T an(e) tan(y) (95)
or
© —y = tan™! tan(x) — tan(y) .
1 + tan(z) tan(y)
Then if we take x — tan™'(X) and y — tan='(Y) the above is
X-Y
1% — tan=1 (V) — fan—1
tan™" (X) — tan” (V) = tan (1 n XY) : (96)

This means that Equation 94 becomes

+k—n k
tan~'(n 4+ k) — tan~'(n) = tan~! [ —— " ) —pant [ ———
an~ (n+k) —tan” " (n) = tan <1 A an )

and thus Equation 93 becomes

S (R I S S B i o7)
n?+kn+1 n?  (n+1)2 (n+k—1)2 (n—124+kn-1)+1)"

which is the statement given in the book.
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Examples XIX

Exercise 2

To use the integral test on this series we would need to consider the integral

& 1
I= | — de.
/a x log(x)P du

If we take u = log(z) then du = % and we get that

o d o0
I = / —1; = / u Pdu .
log(a) W log(a)

The above converges if and only if p > 1 and thus the series converges for the same p values.

Exercise 3

dzx

Now since the integral | 77 is convergent if and only if p > 1 by using the integral test on

this series we conclude that the series is convergent for the same p values.

To show the suggested bounds we will consider Equation 86 for n > 2 where we need to
compute

n+k
]’ﬂ—i—k = d—x e Lxl_p
" n P 1- p

! 1 1
T1-p\(ntkpt i)

k-1 _ 1 1 _ 1
nl Il—p\(n—=1+kp1t (n—1p1)"

In this notation with f(z) = - Equation 86 is

This means that

n+k—1

< T fl) < th

If we take n = 2 we have
E+1

IR <y fl) < I
=2

The upper bound above becomes

1 1 1 1
Ik—i-l: _
= (o)
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as k — oo. This means that

1 - 1
i=2 w p-1
Adding one to both sides gives

1 1
— < L4
izlz?’ p—1 p—1

as we were to show.

Exercise 4

For this exercise we will first prove the “hint”. Consider the function f(z) = = — log(1 + ).
Using the known power series of log(1 + x) of

© —J_kxk+1
log(1+z) =) % : (98)
k=0

we will have that
© (_1)k+1xk+1

f(x):x—log(l—i-x)zz )

k=1

From this and using Taylor series we have that
x—log(l+z) =
x—log(l+z) =

Thus we have just shown (the hint) that

w

2 x?
2 2

Y (99)

Now the terms we are summing take the form a, = f (%) and we are asked to sum “p terms
after a,”. This is the expression

2 A 1 =X /1 1
S=t = (— —log(1+—]) = L oeg(14+3)).

Za+ ;(nﬂ 0g< +n+l)) j:zn;l(] Og( +]))
Then using Equation 99 we can bound the above as

"Zﬂ” (1—log(1+1)) <1 5 1
J i)) S2 A

Jj=n+1
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Then using Equation 90 with n — n + 1 we get

1
S < = <7p ) ,
2 \n(n+p)
which is one of the bounds we were to show.

Now to find a lower bound for S note that we have

S>§< )

Jj=n+1

Then using Equation 86 we have that

n+1+p 1 1
S > — — — | dx.
/n—l—l <2$2 3373) )

We will now evaluate this integral. We find

n+1+p 1 1 1 o 1 —9 |n+1l+p
 _ ~ Nde= (= _Z
/n+1 (2:52 3:63) ! (2(—1) 3(=2) {41
1 1 n+14p
- Tw e,

B 1 1 1 1

B <2(n—|—1) _6(n+1)2> a (2(n+1—|—p) _6(n+1—|-p)2>

1 P (1_1 2(n+1) +p )
2(n+1)(n+1+p) 3(n+1)(n+1+p)) "

Note that this is similar (but not exactly the same) to the result given in the book. If anyone
sees anything wrong with what I have done please contact me.

Exercise 5

Using Equation 88 (which has f(z) = 1) with n — n + 1 we get

k 1 1 1 k
In{1+ < + + -4 <In(14+-—-]).
n+1 n+1 n+2 n—+k n

If we take k = n we get

n (14

Taking the limit of this expression as n — oo we get that

) Z —<1n( —)zln(2).

k=n+1

2n 1

lim Z 7= In(2) .

k=n+1
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We verify this result in the R code examples_xix_exercise_5.R.

For the second example we will take f(x) defined as

1 1 1
r+1 z+2 (v+1)(z+2)°

f(x)

Note that for this f(x) we have

oy L 1 —(z+2P4(x+1) —2x — 3
fle) = (I+1)2+(x+2)2_ (z +1)2(x + 2)2 _(:L’—|—1)2(x—|—2)2<0’

for all x > 0 and thus f(x) is a monotonically decreasing function.

Then the sum we seek we seek to evaluate is given by
fn)+fn+2)+ f(n+4)+ f(n+6) +

Without loss of generality lets assume that n is even. Then the final term in the sum above
will be when n +2i 42 =2n or ¢« = § — 1 and the above sum is

Z fn+2i). (100)

Here there are n terms in the original sum and n terms in the sum above. In terms of f(z)
this is
31 i

S (o) o 1
~\n+2+1 n+2i+2) Z(n+2i+1)(n+2i+2)

We will now use Equation 86 to bound this sum. Let I"** be the lower bounding integral
in Equation 86 such that

n+k
1 1
In—i—k = .
" /n <[E—|—1 a:—I—Q) da
= (In(z+1) — In(z + 2)|"+k In (Lk—l-l) —1In (n i 1)

n+k+2 n+2
B (n+k+1)(n+2)
_ln((n+k+2)(n+1)) '

With this our bound in Equation 86 becomes

n((n+k+1 ) ”ilf <n+k)(n+1)) | (101)

(n+k+2)(n (n+k+1)n

To get this to match Equation 100 we need the lower and upper limits of the sum to match.
As the lower limits match, we need to have k such that the upper limits match or

2n—2=n+k—-—1 so k=n-—1.
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If we put this value for £ into Equation 101 we get

(i o) < 10 < (B,

Taking the limit of this expression as n — oo we get that
2n—2

lim Y f(j) =
j=n

We also verify this result in the R code examples xix exercise 5.R.

Exercise 6

It looks like our sum is given by the following expression
2(2n+1) 21 (_1)i

§:2n+1 2r+r

We can check this with a few cases. When n = 0 we get

T'(1)=$2,

which is correct. When n =1 we get
2 .
28 ) 1 1\ af
3 Z:O ( 37" 5) 3
which is correct. When n = 2 we get

210 N (1) 1 1 1 1\
z — (12 4+ 42—
5;2¢+1 ( 375 7+9) 5

which is correct. This means that the coefficient of our power series takes the form

pAn+2 2n (_1>z’

2n+1#0%+1'

Ap —

We will use d’Alembert’s ratio test. We consider

‘x (n+1) +2‘ ‘2%4—2

2i+1 2n+1

lim ‘an+1‘ _
n—00 ‘an| n—00 2(72, -+ 1) +1 |:L'|4"+2 ‘Z2n+2

2n+2 (
. <2n+1)( |4n+6) \E S
T oo 2 3 An+2
- n ‘SL’| ‘Zz =0 2z+1
‘Z2n+2 (21
= |2[* lim 2

n—00
’ Zz 0 22+1
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Lets now evaluate the limit of the ratio of the two sums above. Note that

Z2n+2
22+1
lim —_———

n—00
‘ Zz =0 2z+1

( 1)2n+1 ( 1)2n+2

) Zz 0 27,+1 (2n+1)+1 2(2n+2)+1

= lim -
n—o00

’Zz =0 22+1

Now as the sum »_.° 2Z +1 converges (by the alternating series test) this ratio must converge

to one. Thus I have shown that
li |an+1| _ ‘ |4

n—oo ‘(Ln‘

)

and thus the series converges if |z|* < 1 or |x| < 1 and diverges if |z| > 1. One would need
to consider the special cases x = £1 separately.

We now show that this sum can be represented as the given product. Recall that in Exam-
ples XV that we derived the Taylor expansion of tan~!(z) given by Equation 54. Following

that derivation we have
o0 o0
_ 2%k
1 — :L’2 Z - Z L

k=0 k=0
If we integrate both sides of this we get
) 0 p2k+1
tanh (93)+C=sz+1.

Taking z = 0 we get that C' = 0 and we have shown that

tanh ™! f:

2k+1

(104)

From what we have shown above if we write the Taylor series of tan™'(z) and tanh™'(z) in
terms of “ones based” indexing we have

OO (_1)n+1x2n—1 e
tan!(x) = Z — =) a,
n=1 n—1 n=1
tanh'(x) = Z ; = Z bn
n
n=1 n=1

Then using Equation 55 we get

" <%> (%) * (%) (g) +ooet+ <(_1;3w3> (;:f;) + <(_11)23;1> (;jn_—11>

(—1)n+13:2" (_1)n$2n (—1)3332" $2n
S - =33 33 T Ciren -0
on G
- @2n—pp

p=1,3,...,2n—3,2n—1
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One can check that expression for the power of —1 gives the desired terms in the target sum.
We can continue to simplify this and find

-1

Ly ) o
Cp = x2n(_1)n+1 Z L — x2n(_1)n+1 Z L

p=1,3,...,.2n—3,2n—1 (2n B p)p P13 3. 2n—1 (2n — p)p

In this last sum we will use partial fractions as

1 1 1

(2n—p)p  2np + 2n(2n —p)

Using this I can write

L A I = L <2—nl>_p;_

p=1,3,...,2n—3,2n—1 p p=1,3,...,2n—3,2n—1

If we let ¢ = 5~ L then p=2¢+1s02n—p=2n—2¢—1=2(n—q) — 1. This means that as
p over the range above q ranges over 1,3,5,...,2n —5,2n — 3,2n — 1 we have that ¢ ranges
over 0,1,2,....,n—3,n—2,n— 1. Thus we can write

()" (2n) &= (=1) Z (—1)7

g 2¢+1 20n—q)—1"°

In the second sum let ¢ = n —r — 1 so that »r +1 = n — ¢ then as ¢ takes on values in
0,1,2,....,n—3,n—2,n—1 we find that » + 1 takes on values in n,n —1,n—2,...,3,2,1
and we can write

A, RS o G D

q:02 +T:0 2r—1 '
(D@ § (CD (D)D) § (CD 4 (DM
22n n g 29+ 1 purs 2q +1 '

Now if n is even this will vanish and we have ¢, = 0. If n is odd it will not vanish and we
take n = 2m + 1 (with m > 0). In that case the above is

(=1)*™2(4m + 2)cams1 _ Z’” (-1)7(2)
gAm+2 B 2g +1
q=0
Solving this for cy,,,11 we get
QpAm+2 2m —1)4 pAm+2 2m —1)e
Com4+1 = Z ( ) = Z ( ) )
4m+2q:02q+1 2m+1q:02q+1

which is the same coefficients as specified in Equation 103.
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Exercise 7

When —1 < p < 0 the function 2P is monotonic decreasing as x increases. Then using
theorem 49 the expression

;z’p—/o xpda?:;z'p—p_l_l

tends to a finite limit (say C') and thus we have

n nptl
I - =C
(S 75)

n n np_H

0

If we “divide” this expression by nP™! we get

1 < 1 C
. L e B
Jim <np+1 > i p+1> = Jlim, (np+1) =0,

and thus we have shown that

1 — 1
3 Y _
nh—g)lo(np'i‘lZ;Z)_p_l_l’

as we were to show.
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Chapter 15 (The Order Notation)

2! 3!
z+1) + z(z+1)(z+2) T

Notes on the convergence of % + i

It looks like the general term in this series can be written as

n!
Un = =0,
jo (T + k)
for n > 1. In that case we have
u,  nl [Ticolz+k)  z+n
Upt1  (n+1)! Z;é(x+k) n+1
n+l+x—1 z—1 z—1 n
=— =1+ =1+
n+1 n+1 n n+1
-1 1-1 -1 1
—14 o (2 =1+ (1-
n n+1 n n+1
z—1 z—1
=1+ - :
n n(n+1)

To put this in the form needed in this section we will let

A, uy, ) r—1  (r—-1) 1 (x—l)

T U n nm+1) n? \1+ 1

This means that A = 1 and

—1
An:—x so A, <]z —1].
1+ 1

1
n

Notes on Applications of Theorem 50

Part (i): In the first series we can use order notation as
n 1 1
U :n+x:<1+£> 1oL
Upt1 n+1 n n n?

-1 1
—14+7 +O<—2),
n n

which gives the same conclusion as before.
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Part (ii): The terms of this series u,, can be written as

E(<>)) )2
2.3-4-5-6-7---(2n) - (2n + 1)

@)\ 2 (nl)
N ((2n+ 1)!) (2n+ 127

This means that we have

Up, 21n(pl)t ((2n + 3)!)?

w1 (@n+ )NE " 20i((n 1 1))
1 (2n+3)2n+2))>  (2n+3)*(n+1)*  (2n+3)?

S (n+1)4  22(n+ 1) (2n +2)2°

We can write this ratio as

32 2 -2
Unp, _ (1 + 2n>2 — (1 + ) (1 + l)
Up 41 (1 + %) n

So in the notation of this section p = 1 which is ¢ < 1 and this series diverges.

We can also work this example without using the order notation in that we can write the

ratio 22— above as
Un+1

u, (20432 [(2n+2+1)\° L] 2
U1 (2n+2)2 | 2n+2 B 2n + 2
2 1
+ .
2(n+1)  4(n+1)2

=1+

If we set this equal to
1 A,
1+—+ —
n o n

we can solve for A, to get
1 1

“n(n+1) * 4(n+1)%

From this form we see that |A,| < K for some K and we again have that y = 1.

A, =
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Examples XX

Exercise 1

The terms of this series take the form

[Tico(a+ k)
Ttk

Up =

for n > 1. Thus we see that we have

Uy, b+n n+a+b—a b—a
1+

Upt1 a+n n—+a n+a

b—a b—a a\ 1
SRy ey e R (1+2)

:1+—£:i—:1+b_a<1—3+0<1))
n(l+2) n n n2
:1+b_a—a®_af+0<i).

n n? n3

Thus using Gauss’s ratio test with g = b — a the series will converge if © > 1 or b > a+1
and diverge otherwise.

Exercise 2

The first part of this exercise is worked on Page 110 using d’Alembert’s ratio test. Using the
expression derived there when |z| = 1 we have

(0 1)+ )
il (o +n)(8+n)

(=D (1)

+1+7_a_ﬁ+0<i).

n2

Thus using Gauss’s ratio test with g4 = 14+ — a — [ the series will converge if © > 1 or
v > a+ [ and diverge otherwise.

Exercise 3

The terms of this series take the form

allr_y(ka+1)
bl ,(kb+1)"
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for n > 1 where we use the convention that H,lgz2 f(k) = 1. Note that for u, we have that

U, (n+1)a+1

Uppr (A 1)b+17

and thus
. Unp
lim

a
= -1
;7L

in general. If we assume that § # 1 we can conclude the series converges using d’Alembert’s
test. Thus our series converges if this limit is larger than one or

%>1 so a>b.

Now if a = b then each term in the series is one and the series must diverge.

Exercise 4

This series has terms that take the form

U, = (“(“_1)(M—2)~-~(,u—(n_l)))2’

n!

for n > 1. For this we have

Up (n+1)2 (n+1)>

Uns1 (p=n)? (n—p)*

Un

e 1 and thus we cannot use d’Alembert’s test.

Note that for this ratio we have

Using Gauss’s test we have

From this section for convergence we need 2 + 2y > 1 or p > —%.

Exercise 5

The terms of this series take the form

Qn

T o(z k)
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for n > 0. For this we find

Un an x4 k)
o1 [Tioo(z +F) An+1
_ap(r+n+1)  n+z+l
B Uny1 Can+b+0(1/n)’

As n — oo this goes to l By taking the absolute values of the above then d’Alembert’s test
says this series converges when ‘ >1or|al <1.

If a = 1 then the above is

N 1 b 1\\ —b+1 1
(Y (11 2 vo (= 4220 o(=).
Upi1 n n n? n n?

From this section, this series will converge if t —b+1 > 1 or z > 0.

Exercise 6

This statement is equivalent to

AN o 1 1
(1_'_%) <1+E+O<n1+>\>):1+0<nl+>\>'
k
(1+9) _H’f_%o(l),
n n?

we can write the left-hand-side of the above as

(=50 (@) (5o (55))

Then using Theorem 52 (or multiplying out) this is
a—a 1 1
L+ — +O<nm)=1+0<nm),

Taking the logarithm of both sides gives

log<1+%—l—0<n11+)\)) log (1+ )+log(1+01(n11“))
toft)eof e
wo(s)

Now using

as we wanted to prove.

§|Q §|Q
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Exercise 7

Taking the logarithm of the given statement gives the second expression in Exercise 6 above.

Exercise 8

Taking powers of the first expression in Exercise 6 above gives
« 1 \" a\k 1 F
(1+E+W) = (1+2) <1+O(W))
ak 1 1
(5o (@) (o (em))
ak 1

for 8 > 0.
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Chapter 16 (Tannery’s Theorem)

Examples XXI

Exercise 1

Part (i): Following the book we define this expression as F'(n) and then use the binomial
theorem to expand it as

poy =1 (2) + L5 (8 () (&)

where there are n + 1 terms in the above expansion. Lets write the above as

F(n):1+a+g—i(1—%)+§—?(l—%) (1—%)+Z—T (1—%) (1—%) (1—%)+---.

Define these terms as v,(n) for r € {2,3,...,n — 1,n} where

UAH)E?—Z(l—%) (1—%)-~-<1—T;1).

Then

and we have now written F(n) in the form needed to apply Tannery’s theorem. To apply
Tannery’s theorem we need to find M, such that |v,(n)| < M, and >, M, converges. From
the above form of v,.(n) we see that

T

a
[or(n)] <

Thus we should take M, = ‘i—T, Then the limit of F'(n) as n — oo is equal to Y w, where

T
w, = lim v,(n) = i

n—00 rl
Then by Tannery’s theorem we have
. —a
nh_)rroloF(n) —1+a+z_;ﬁ—e ,

which is the desired limit.
Part (ii): We can perform all of the steps in the previous part when n is replaces by a real

number x and all of the steps in the above use of Tannery’s theorem will still hold. Thus
the conclusion still holds.
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Exercise 2

The function F'(n) we are considering can be written as

F(n)zznir

r=1

For this F(n) we have

N | —

F(1)—§1: L1
N 1+r 27

2
1 1 11 17
F2: = — — - = —
@=> 5 5=3557 33 371 12

N —

From these two evaluations of F' note that F'(2) > F(1). Based on this observation lets
compute the difference F'(n+ 1) — F(n). We find

n+1 n

1 1
Fin+1) = Fn) ;n+1+7‘ ;n+r
n+2 1 n 1
:;n+r_;n+r
_ 1 n 1 B 1
n+n+1 n+n+2 n+1

1
= >0
(2n+1)(2n + 2) ’

when we simplify. This means that F(n + 1) > F(n). Thus since F(3) > 1 and using the
above we have F'(n) > 3 for all n > 3.

Exercise 3

1
n2+;—L42—
know that ) M, converges and from the expression above for v,(z) we have that

1
lun (2)] < 5= M, .

This is an application of Tannery’s theorem. Let v,(z) = then if we take M,, = # we

Next note that )

lim v,(z) = w, = ok

T—r00

so an application of Tannery’s theorem then states that

00 () 1
;Un(x) %;ﬁv

as r — OoQ.
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Exercise 4

Lets let x = 1 4+ y with y > 0 so that we can write our sum as

S = Z l—ly

Now the limit x — 1% is the same as the limit y — 0. Based on the above form we will
write -
S = Z an,n" Y,

where a,, = (—1) We now need to check the required conditions of Theorem 55 in
the book. We have that > . Gy is a convergent series. The other factor v,(y) = n™Y is
monotonically decreasing for each fixed y > 0 and we have that

nl—l

n <1,
for n large enough. In addition

llmn¥Y=1.
y—0t

Based on all of these conditions we have that

S—)Zan—z nH*int,

n=1

as y — 07. The fact that the summation above evaluates to log(2) is discussed in the section
of the book entitled “Further results about rearrangements of series”.

Exercise 5

We can write this sum as

e

To apply Theorem 55 we let

if i < k and zero otherwise. Then for a fixed k we have |v;(k)| < 1 and v;(k) — 1 as k — oo.
An application of Theorem 55 then gives that

k‘) —>Zai,
i=1
as k — oo.
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I was not sure how to use this result to show that

S1+ S+ "+ Sp—1+ Sp
%
n

Y

when s,, — s. This later result is discussed (and proved) in the section in the book on Cesaro
sums.

Exercise 6

To use Theorem 55 we need to factor the terms in the sum into two parts. The first is a
“constant” factor (denoted by a, in the theorem) that does not depend on the variable we
will take the limit of. The second is a “variable” factor (denoted by v, (z) in the theorem)
that depends on the variable we will take the limit of (denoted by x in the theorem).

In the sum we are given lets take the “constant” factor to be

(=1)"a,

Y

A

3

T—r
and the “variable” expression (here the variable we take the limit of is n) to be

(n!)?
(n—n)(n+nr)!’

v.-(n)

if 1 <r <nandwv.(n)=0Iifr >n. Then the sum we are given can be written as

Z v-(n)A, .

We can apply Theorem 55 if we can prove certain things about these two factors. If we can,
then the conclusions of that theorem give us the desired conclusion for this exercise.

Starting with the expression for v,(n) written as

n! n!
ur(n) = (n+7)! % (n—r)’

we can write this as

vr(n) =

n! nn—1)---(n—r+2)(n —r+ 1)n!
((n—i—r)(n—i—r—1)-~-(n+2)(n+1)n!)X( n! )
_ nn—1)---n—r+2)(n—r+1)

(n+r)(n+r—-1)---(n+2)(n+1)

() G G ) - () () () (109
- (1_n:-r) (1_n+:—1) (1_ n+:—2).”(1_ n:-?)) (1_n:-2) (1_71:-1) ' (106)

From the expression given in Equation 105 we see that for 1 < r < n we have that for a
fixed n that v,.(n) is monotone decreasing as r increases to n. This is because every fraction
in that product decreases as r increases.
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Next using Equation 106 we see that

()] <1,
for 1 <r <n.
Finally using Equation 106 we see that

v-(n) — 1,

as n — o0o. As these are the conditions required for an application of Theorem 55 we can
use that theorem to conclude the statement given in this exercise.
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Chapter 18 (Infinite Products)

Notes on the Text

Note that given a product like

N
11w (107)
n=1

we can write it the more “standard” form of HnNzl(l + a,) by taking

N
n=1
where now we see that
an = Uy — 1. (108)

Recall that from the book the definition of a product [[(1 + a,) to be absolutely convergent

means that the sum
Z log(1 + a,),

is absolutely convergent. Using the above transformations we see that is equivalent to the
statement that for the product [[(1 + a,) = [[u, to be absolutely convergent means that

the sum
D log(1+a,) =Y log(u,) (109)

is absolutely convergent. Thus we can work with sums of the terms log(u,,).

In the same way a product is uniformly convergent if > log(u,,) is uniformly convergent.

Examples XXIII

Exercise 1

When the first two products are written as [, (1 + a,) and [], (1 — a,) we have a, = 5.
Since ) a, converges by using Theorem 59 in this section we have that the first two product
converge.

For the third product we have a,, = sin® (%) We can show that > a, converges by applying

the “limit” form of the comparison test with b, = n_12 To do this we need to evaluate

sin” (£)

lim T
n2

n—oo
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If we let x = % then as n — oo we have x — 07. This means that the limit above is

equivalent to

sin?(fz)

lim = lim

2sin(0x) cos(fx)0

z—0t 22 z—0t

=0 lim
z—01

=0 lim
z—0t

2z
sin(fx)
x
0 cos(0x)
1

=0*.

This means that ) a, and ) b, either both converge or both diverge. As > b, converges

so does Y a,. This later means that the given

Exercise 2

Matching these products to [[, (1 — a,) we have a,

since ) a, diverges in both cases, Theorem 59
converges to zero.

Exercise 3

product converges.

% and a, = 7 respectively. Then

from this section tells us that each product

Now if x < 0 then we can write the given product as

N

[1

n=1

(

Then matching this to [, (1 + a,) we have a,,

14+ =

x|)'

‘%‘ and recall that ) a, diverges. Then

n

Theorem 59 from this section tells us that this product converges to infinity.

Exercise 4

Recall the Taylor series for log(1 + x)

log(1+x) = Z

k=1

This means that

log(1+:c)—xzz

k

(—1)k+1gh

- (110)

(—1)k+1gh
k

Y

2

so that the absolute value of this (evaluated at x — %) is given by

(—1)k+1gh

}log (1+ %) - 2} ek
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We can create an upper bound by using the triangle rule (|z + y| < |z| + |y|) and changing
all negatives to positives to get

’10 <1+§)_£’<@ 14—@4—@4‘
& n nl =™ n? |2 3n  4n? ’
As each of% < 1 for k£ > 1 a looser upper bound is
2 2
’log (1+§) ’< i 1+@+ﬂ+ (111)
n

which is the given expression in the book. As the right-most sum is a geometric sum we can
write the above as

D)y Em) e

1_<M) n \n-—|z|

Now if |z| < A then Equation 111 becomes

x x A?
log (1+2) - 2| < =
n n n

Now as |z| < A we have % < 4 and if n > 2A then

2
1+@+u+ ‘ (113)

A A 1

—< ==
n 24 2
This means that Equation 113 becomes

‘log<1+%)_f_A21+1+<1)2+”.‘:A_2 o 12

= (114)

n2

1

1-1

n n? 2 2 n? 5

as we were to show.

Exercise 5

Part (i): From the comments above on this section we need to show that > log(u,) is
absolutely convergent. We have that

log(u,) = log [(1 + %) e_m/”} = log (1 + %) — % :

Now using Equation 112 we see that > |log(u,,)| is convergent by comparing it to the series
1
ﬁ.

Part (ii): Using Part (i) and Equation 114 we can see that »  log(u,,) is uniformly convergent
2
by using the Weierstrass M test with M, = > 24-.
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Exercise 6

Note that we can define b,, = ng—; and then that

[Ta b0 =TI+ (b)),

so we can take a,, = —b,,.

Part (i): From the text for this product to be absolutely convergent we need >_ |log(1+a,,)]

to be convergent which will happen if and only if > |a,| is convergent. In this case as

|a,| = O (%) we have that Y |a,| is convergent.

Part (ii): From the text for this product to be uniform convergent we need |a,(z)| < M,
where M,, are terms of a positive convergent series. Note that when |z| < A we have
A2

— n2p2’

1.2

|an(2)| =

n?m?

If we define M, = 42 we have that the product is uniformly convergent.

n2m

Exercise 7

Define P, as

Then we have

and

x x r oz 2’ 2 —x x(zr —1)
Pz(l——)(l——):l———— T o1 — 1o+
2 1 571772 S T

Thus we have shown that the given product on the left-hand-side equals the expansion on the
right-hand-side for n € {1,2}. Assume that the given expansion holds for n < N. Consider

then constructing Py from (1 — Nil) and Py. Call that expression E. We have

N+1
T T T
E_g<1_%>_PN<1_N+1)_PN+N+1(_PN)'

We now seek to evaluate 125 (—Py). To do that we start with the definition of Py. We have

(- (D (-5 (-2)

= H(l=0)2-0)@E—2) (N 1)
(=Y
=@ - DE=2)@=3)(z-N).
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This means that

and so we have

(—D)N gz —1)(z —2)(x —3)---(x — N)

b=y (N +1)! ’

which is the right-hand-side evaluated at n — N + 1. Thus by induction we have shown the
given expression.

Exercise 8

Consider the product
I1(-7)-

Then matching this to [[(1—a,) we have a,, = £. Now as ) a,, is divergent from Theorem 59
we have that the product above tends to the limit of zero. From the equivalence just shown
in Exercise 7 we have that the given polynomial sum (the one given in this exercise) tends
to zero as m — 0o. Note also this same conclusion is reached on Page 102 Eq. 6 in the book.

Exercise 9

All of these are products of the form [](1+a,) with a, = O(¢*"). A necessary and sufficient
condition for these products to be absolutely convergent is that >_ |a,| be convergent. In
this case > |a,| a geometric series and so is absolutely convergent. This means that we can
evaluate these products by taking the factors in the product in any order.

As we have absolute convergence we can change the order of factors the products. Thus

we=[Ja-7Ja-a""

= (1_—612)(1—612)( 1= 1-9-)1-¢)(1—q")-
=(1-q)(1—¢q )( —¢)(1—¢H(1 - )( ~ )1 =q"1 =g
_H 2n 1 q2n> H 1

n>1 n>1
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In the same way

e =[]0+ [+

= (I+ ¢*)(1+ q;‘)(l +O) 1+ A+ )1+ @)1+ ) (1 +4") -
=(1+90+*)A+¢)A+¢)A+¢")A+¢")A+¢)A+¢%)---

=[[a+ N+ =]+

n>1 n>1

To show the product ¢1¢2q3 = 1 we will derive some “telescoping” factors and then argue
that the procedure we show can be continued an infinite number of times. Doing so will give
the required result. Towards that end we have

neg = [+ [+ D[] -

n>1 n>1 n>1

_ H(l + q2n) H(l _'_q2n—1>(1 . q2n—1>
n>1 n>1

=[[a+¢ [[a - ). (115)
n>1 n>1

Now split the factors in the first product above into “even” and “odd” values for n say
n — 2n and n — 2n — 1. This gives

q1G2q3 = H(l + q2(2n)> H(l + q2(2n—1)) H(l _ q2(2n—1)) .

n>1 n>1 n>1

Now multiply the two “right-most” products together term by term to get

Q12q3 = H(l 4 q22n) H(l . q22(2n—1)) ) (116)

n>1 n>1

We can continue this process to show that the product on the right-hand-side evaluates
to one. Towards this end note that Equations 115 and 116 are specific examples of the
representation

q1G2q3 = H(l + q2Pn) H(l _ q2p(2n—1)) . (117)

n>1 n>1

for p =1 and p = 2 respectively. Assuming this form holds more generally we can “continue
this process” by splitting the factors in the first product above into “even” and “odd” values
for n say n — 2n and n — 2n — 1. This gives

q192q3 = H(l + q2p(2n)) H(l + q2p(2n—1)> H(l B qu(Qn_l)) .

n>1 n>1 n>1

Multiplying the two “right-most” products together term by term we get

q192493 = H(l + q2p+1n) H(l o q2P+1(2n—1)) ,

n>1 n>1

143



which is Equation 117 evaluated at p — p + 1. As Equation 117 must then hold as p — oo
(and since |g| < 1) we must have

G1G2q3 = 1.

2n=1) and consider P

To show the final result we “imagine” that we multiply by [],.,(1 —¢

defined as
P=[la+¢) [ -,

n>1 n>1

Then following the same ideas from the previous part of this problem we have

p=Tla+en[Ja+eHIa-¢"

n>1 n>1 n>1
=[Ja+¢m [ -)
n>1 n>1
= H(l +¢*™) H(l — @) for p=1.
n>1 n>1

Where in the last expression we have generalized the expression before it. We can write P
as

P = H(l + q2p+1n) H(l + q2p(2n—l)) H(l . q2p(2n—1))

n>1 n>1 n>1
=[Ta+e ™ [Ja-¢"emm).
n>1 n>1

We can continue this procedure indefinitely. If we let p — oo we see that we must conclude

[Ta+e) [ - =1,

n>1 n>1

which is equivalent to the desired expression.

Exercise 10

Consider the product

P=(1-2")JJa+2").

n>1

Based on this functional form we define Py as

Then we have that
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and

P=(1-2")JJa+2*)=P(l+a2")=(1-a")1+a")=1-2".

We claim that limy_. Py = 1. From the above it looks like the functional form for Py is
given by

2N+1

PN:]_—ZIZ'

We have shown this expression is true for N = 1 and N = 2. Assuming this is true up to N
then for N + 1 we have

Py = P14+ ) = (1=a ) (142 7) = 1=

showing that our expression is true for N + 1 also. Then as |z| < 1 we have 2" — 0 as
n — oo and thus Py — 1 as N — oo showing the desired expression.

Exercise 11

We can get a hint at how to evaluate this by considering the expression for n = 1. This is

2o (5) s (3)

This looks very much like the identity 2sin(v) cos(v) = sin(2v) and using that we see that

the above is sin(z). Now in
sin(x) = 2sin (%) cos (%) :

If we keep replacing the sin(v) with sin(v) = 2sin (%) cos (%) we get the given expression.
Doing this we have

sin(x) = 2sin ( ) cos ( )
i () os )
i (2 e

From this we can write

COS (22: ) COS (25_1> ++ - COS (%) COS (g) = % .

Notice that we can write




Z_
n

Notice that as n — oo we have o — 0 so that zi) — 1 thus the product we seek is given
2n

by
cos () cos () -+ +cos (%) cos () = T2,

as we were to show.

Exercise 13

The first two statements are simple algebra

1 1 t+1 t 1
tt+1 tt+1) tt+1) tEt+1)’
and
1 1 1 1 1
t t+1 (E+D)E+2) tt+1) (E+D(E+2)
t+2 t 2

Tt )t +2) tt+D(E+2) tt+rD)(E+2)
These are n = 1 and n = 2 of the general expression
n—1 rl n!
t+D)t+2)---t+r+1) tt+1)E+2)---(t+n)’

&k|}—‘

(118)

r=1
If we assume that the above is true for n < N then the right-hand-side of Equation 118 for
n—n+1is

- 7! n! n!

S

1
_t—i——l_;(t+l)(t+2)m(t+r+1):t(t+1)(t+2) (t+n) (E+D)E+2) - (t+n+1)

_(t+1)(t+2 (t+n) < t+n+1>
B t+n+1-t

_(t—l—l)(t—|—2 (t+n) < tit+n+1) >
B (n+1

Ctt+)E+2) - (t+n)(t+n+1)]

(119)

showing that Equation 118 is true for N + 1 also.

Exercise 14

Consider the product on the right-hand-side of Equation 119 which is

% H—n:_H( t+n)’
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Now as > w%n diverges from this section of the book we know that the above product
converges to zero. Taking the limit of n — co in Equation 119 we get

[e.e]

1 1 r! B
tot+1 )t +2) (1)
which is the desired expression.
Exercise 15
We are asked about the product
a+n
S0 b+n
If we write
a+n b+n+a—-0> a—>b b—a
— — ]_ + — 1 — ,
b+n b+n b+n b+n

or product is

(- (1))

As > gjr—z diverges this product must converge to zero.
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Chapter 19 (Theorems on Limits: Cesaro Sums)

A comment about Theorem 62

While this theorem maybe somewhat difficult to remember it is made easier by the fact that
it is of the very same form as LL’Hospital’s rule which is learned in calculus. For example if

we seek to evaluate the limit of a
n

by’

we can do that by evaluating the limit of

Qp4+1 — Ap
)

bn—i—l - bn

which is a form that looks very much like a “derivative over a derivative” and is what we
would consider to evaluate certain limits of the form

f(z)

g(z)

Because of this I find it easier to recall this theorem as “a discrete L’Hospital’s rule”.

Examples XXIV

Example 1

Recall that SO is defined as

1 1) 1
S,(f)zsn—i-rsn_l—i-ir(er )sn_2+-~-+r(r+ ). (rdn )so.
2! n!
Now from this we have that
" r(r+1) o e+ (r+n—1) r(r+1)---(r+n)
Spt1 = Sn41 + 18y + T Sp_1+ -+ o s1+ RN S0 -
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From these two we can compute the difference S,(Ql — 5 as

Sv(LT-i)-l - Sﬁzr) = Sp+1 + (T‘ - 1)5n + <T(T;_ 1) - 'r'> Sp—1

s <r(r—|—1)(r+2) r(r—l—l))

3! 2!
+<r(r+1)'~(r+n—1) r(r+1 ---(r+n—2)>81

)
n! (n—1)!

r(r+1)---(r+n) rr+1)---(r+n-1)
+< (n+1)! B n! )

:sn_,_l—l—(r—1)sn+g[r+1_2]sn_1_|_7“(7"—1-1)

+r(r+1)--;l(!r+n—2)

r(r+1)--(r+n-=2)(r+n-—1)
(n+1)!

= Sny1+ (r—1)sn + v _21)T3n—1 + (7,_1)3%
S P T e

(r+2) =3 spa+

[r+n—1-—n]s

[r4+n—(n+1)]so

sn_2_|_...

Next for A”) we recall its definition

(r+1)(r+2)---(r+n)

Al —
" n!

. (120)

From this definition we have
A0 r+0)(r+2)---(r+n)ir+n+1)
nth (n+1)! '

From these we compute the needed difference from

As:_?_l - A(r) — (

n

r+1)(r+§!)-~-(r+n) |:T;:L_—;1 _1}
_ D) +2)---(r+n) [ r ]

n! n+1
_ e+ D) +2) - tn) e
(n+ 1) ntl

We are also told that

S(T—l)

n+1

r—1
AT
If T use the two earlier derivations I can write this as
Suia = S
A(T) _ Ag)

n+1

— 1.

1. (121)

Now to show the desired result we will use Theorem 62 (the discrete L’Hospital’s Rule) with
a, = S and b, = AL, Equation 121 gives one of the conditions needed for Theorem 62.
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The other is that b,, = Agf) is a sequence of positive numbers that increases steadily to positive
infinity. From the definition of b, given by Equation 120, we see that b, is a sequence of
positive numbers. To show that b,, increases to positive infinity write it as

g _ D2 n =1+ n)

LY () (Y () - e (72)

= bn—l X <1+ f) > bn—l-
n

An application of Theorem 62 then shows that

S(")
-,
A

also.

Example 2

Part (i): For this limit to use the “discrete L'Hospital’s rule” we let
Ap = Sp + 28,1+ -+ -+ nsy,

and b, = n?. Note that b, > 0 and b,, = 00 as n — 00.

For a,, our first difference is given by

Api1 — Qp = Spa1 + 28, + 381+ -+ nse+ (n+ 1)s;
— Sy — 28,1 — - — (n—1)sy — nsy
=Spr1tSnt+Sp1+ -+ 52+ 51,

and for b,, our first difference is given by
bpy1 —bp=(n+1)*—n*=2n+1.
The ratio needed for the discrete L’Hospital’s rule look like

2(an41 —an)  2(Spprt Syt s2+81)  SpyrF Syt sa s

bpit — bn om+1 n+3

As s, — s the above ratio converges to s also (another application of the discrete L'Hospital’s
rule will also prove that statement). Thus by the discrete L'Hospital’s rule for sequences we

can conclude that
2a,,

— S
by, 7
as n — oo.
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Part (ii): For this limit to use the “discrete L’'Hospital’s rule” we let

an_ZskZl.
k=1 =k

and b, = n. Note that b, > 0 and b,, — 00 as n — oo. For this definition of a,, we have

n+1 n+1 1
Apt+1 = Zsk (Z j) )

k=1 =k

and thus the first difference is given by

)

IIM:
_

k=1 I=k
n+1 1 n 1
:sn-i-l(Z )+Zsk< 7 f)
I=n+1 I=k =k
s " s 1 fas
o n+1 k _
_n+1+;n+1 n+1k:18k'

The first difference of b, is b,.1 — b, = 1. Thus we need to consider the limit as n — oo of
a a, 1 n+1
n+1l —
Sk -
bpsti — by n+1 Z F
as discussed in the book the above limit tends to s as n — oo (another application of the

discrete L’Hospital’s rule will also prove this). Thus by the discrete L’Hospital’s rule for
sequences we can conclude that

n
— =S
b, ’

as n — o0.

Example 3

From the description of P(n) I believe we can write it as

Pn)= > ",
1<i<n;1<j<n
We can modify how we write this if we note that
(1P +2P 43 +--nP) (1P 2P 43P - o) = 1P 1P 417 2P - 1P . 3P ... 4 1P P
+2p_1117_'_2117.217_’_219_310_'__.__'_210,,”[10
+np,1p+np,2p+,,,+np,np
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Thus based on this we have
(Zk”) (1P + 2243 + -+ (n — 1) +nP)?

To use the discrete L’Hospital’s rule for sequences we will take

a, = P(n) and
by = (n+1)%2,

Note that b,, > 0 and b,, — 00 as n — 0.

For the sequence P(n) we have

P(n+1) <ni k”) (i k”) 2
<ni kP — Z k”) (ni kP + Z k:p>
= (n+4 1) ((n+1)P+2ka> .

k=1

Now to evaluate ) ,_, k? in the above expression we will use the fact that for large n we

have
1
Z ]fp n + 1 p+ '
P+ Cp+1
This means that

p+1

2
=(n+1)*+ Tt 1)+t
p

P(n+1)—P(n) ~ (n+1)? [(n—l— 1) +2

For large n this tends to

2
P(n+1)— P(n) - ——(n+1)**,
p+1

For b, it can be shown that
bpp1 — by = A(n + 122 = (2p + 2)(n + 1),

for large n. This is related to a similar relationship for derivatives i.e. %xr =ra" L,

Using these we have

2 2p+1
Up41 — Ap pt+1 (n + ]') o 1

boi1 — b (2p +2)(n + 1)L (p4+1)2°

Note that the answer above is different than the one in the book by a factor of % If anyone
sees anything wrong with what I have done please contact me.
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Example 4

The sequence of partial sums s, = > ,_, ax of this series takes the form

~J 0 neven
=11 nodd

To compute the (C, 1) sum we need to compute

1 1
ty = — Z s = — (number of odd numbers between 1 and n)
n & n

1 5 neven . n even
n | %t nodd 5+ nodd

2 2n

The limit of this sequence is % as n — oo.

Example 5

In this example the book gives a proof of this statement when a = b = 0.

This statement can also be proved when a = 0 and b # 0 and we will give a sketch of this
proof here. As a,, and b, are convergence sequences, they are bounded so there exists an A
and B such that |a,| < A and |b,| < B for all n. As a, converges to zero i.e. a, — 0 if we
are given a value of € > 0 (and k > 0) we can find a N such that

la,| < ke,

for all n > N. Define the expression we seek to take the limit of as e,, so that

en =

S|+

1 n
(a1by, + agbp_1 + - - -+ apby) = ” Zl Ajbpi1—j .
‘7:

Note that
1 — B &
len| < o Z |ajbni1—5] < n Z |aj| -
j=1 Jj=1

Taking n > N and breaking the above sum up into two parts we have

N n
|en|s§<2|aj|+ > |aj|)

j=1 j=N+1
< g (AN + ke(n — N))
(A—ke)BN

= ———— + Bke.
n

By making n large we can make the first term as small as we like and the second term
can be made as small as we like by selecting a specific value for k. Thus we can make the
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right-hand-side of this expression as small as we like (when n is large enough). This is the
statement that |e,| — 0 as n — oo and thus e, — 0.

Note that the arguments used above, to prove that lim,,_,,, e, =0 when a = 0 and b # 0 are
symmetric and the above proof works to prove this statement when a # 0 and b = 0 as well.

Next we will consider the case where both a # 0 and b # 0. To do that, lets write the
expression for e, as

en = —(a1b, + asb,—1 + - - - a,by — nab)

((ayb, — ab) + (agb,_1 — ab) + - - - + (a,by — ab))

SI—3|=

n

- % <Z(ajbn+1_j - ab)) .

j=1
Note that each term in the above sum is trivially bounded as
|ajbn+1_j — ab| S |Cljbn+1_j| + |CLb| S AB + |ab| =K.

Here K is an upper bound on each of these terms.

Now as in the notes with this example if n > 2N then one of the subscripts j orn+1—j
must be larger than N when n > 2N. Thus lets consider the value of e,, when n > 2N when
broken down into two sums as

2N n
1
n = (Z(ajbn+l—j —ab) + Z (ajbnyi—j — ab)) :

j=1 J=2N+1

so that we can bound |e,| as

n

1 1
len] < E(QNK) +o > lajbnsrj — ab].

j=2N+1

At this point we have not specified what the value N should be. Note that because a,, and
b, converge to a and b respectively if we are given a value of € > 0 we can find values N,
and N, such that

la, —al < k,e and |b, — b| < ke,

when n > N, and n > N, for any k, > 0 and k;, > 0. To use this we will break the difference
above into two different differences that we can bound. We do that with

lajbpi1—; — ab| = |a;by41-j — a;jb+ a;b — ab|
= |a;(bp+1-5 — b) + b(a; — a)
< Alby41-; — b| + Bla; — a|
— Akye + Bhye = (Aka + Bhy)e.
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This is valid if n > 2N where N > max(N,, Np). If we use this we can find an upper bound
on |e,| as

len] < VK + %(n — 2N)(Ak, + Bky)e
n

INK (n — 2N
= +

n

) (Ak‘a + B k‘b)E
1
=2N(K — (Ak, + Bky)e)— + (Ak, + Bhky)e .
n
By making n large we can make the first term as small as we like and the second term can
be made as small as we like by selecting specific values for k, and k,. Thus we can make the

right-hand-side of this expression as small as we like (when n is large enough). This is the
statement that |e,| — 0 as n — oo. Thus e, — 0.

Example 6

Define

n
anp = Z dk
k=1
n
b, = Z Cr
k=1

Note that b, > 0 and b,, tends to infinity as n does. The first difference of these two sequences
is given by

Apy1 — Ap = dn—i—l

bn—l—l - bn = Cp+41 -
Thus the ratio of the differences equals

Ap1 — Ap dn—i—l

bn+1 - bn Cn+1

This tends to s as n — co. By the discrete L’Hospital’s rule for sequences the limit of Z—nl is
also s.
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Chapter 20 (Fourier Series)

Notes on The Proof of Theorem 65

Recalling Equation 33 if we start the sum at » = 1 and “expand” the right-hand-side we get

" _sin(@ (n+3)) 1
1+Zcos(7’6’)— 25in(0/2) +§,

which simplifies to a result used in this proof.

As a second lemma we will derive the sine sum needed in the evaluation of o,, which is

Zn:sm«k——) ) Zn:&n(%_l ) (122)

To evaluate this sum note that because Euler’s identity of

e = cos(x) +isin(x),
we note that sums of sin(z) can be expressed as the imaginary part of sums of terms e®.

Thus we look to evaluate .
Ze k—— . 7226’”{,‘1‘.
k=1

For the sum above we have

Z": eikx _ eir _ ei(r‘L—I—l)x
k=1 L—e
B (62'90 _ ei(n—l—l)x)(l _l_e—im) B el 2(n+1) +1—
(1—e)(1+eiz) 1 —e@fem ”—1
eir ei(n—l—l)x +1— eine el 2(n+1) +1—
— (e — e~ir) B —2isin(x)

If we multiply this by e 2% we get

¢ 2i _ i(ntd)e | —Zi i(n—l)x>
2t — 2 2t — 2 .
2sin(x) (6 c te c

The imaginary part of this is

sy (= (5) —eos () ) #eos (5) ~eos((n-3) )

Lets expand the cos ((n + %) x) terms to get

% (2 cos (g) — cos(nx) cos (g) + sin(nx) sin (g) — cos(nzx) cos (g) — sin(nx) sin (%)) ,

2sin(x
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or

cos (5) — cos(nz
sin(z) (1 (nz))

Using sin(z) = 2sin (£) cos (%) the above is
1
—(1 - .
2em (2) (1 — cos(nzx))
Using

cos(2z) = cos?(z) — sin®(x)

= cos?(x) — 1 4 cos®(x) = 2cos*(x) — 1.
This means that
1 —cos(2z) = 2 — 2cos*(x) = 2(1 — cos?(z)) = 2sin®(z),

so the above can be written as
sin (ﬂ)

sin ()

which is the argument of the integrand in the expression for o,.

)

[\

Examples XXV

Exercise 1

If we look at the example in this chapter under “intervals other than (—m,7) we compute
the Fourier coefficients of = under the interval (0, 27) where one derives

o0

r=r-2%" Smflm) : (123)
n=1

which is a transformation of the desired result.

Exercise 2

Warning: [ was not able to finish this problem. If anyone has any insight as for ways to
proceed please let me know.

Using the results of Section 5.2 with a = —« and b = 27 — a we have b — a = 27. Then the
formula for a; is given by

Tay = n o f(0) cos (Wk(w ta—2r+ a)) dh = /%_a f(0) cos <§(29 — 27+ 2a)) do

o ) 2T —a
— /%_a f(0) cos(kO — km + ka)df = cos(mk) /M_a f(8) cos(k(0 + ))db .
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Using this we have

2r—a

“ggﬁzéw—a{[nkwﬁw+aww+%a/ (1 — 6) cos(k(6 + ))d6 .

« e}

In both of these we will let v = 6 + « to get

21

= %(7‘(‘ — ) /0 a(v — «) cos(kv)dv + %a/2 (m — (v —a)) cos(kv)dv.

(67

Tag

cos(mk)

Integrating this I was not able to get an expression that looked like that given in the book.

Exercise 3

We extend x evenly so that our function f(z) would be defined as

f(g:):{ —r —T<x<0

x O<ax<m

This means that b,, = 0 for n > 1 and that
Tay, :/ f(z) cos(nz)dx = 2/ x cos(nx)dz .
-7 0
for n > 0. If n = 0 this is

T
™
7m0:2/ [Ed{E:{E2‘027l'2 SO ag=T.
0

If n > 1 then using integration by parts this is

9 (cos(nfc) " _ 3((—1)" —1).

=0+> .
n n n

0
This means that when n is even a,, = 0 and when n is odd we have

4
y = ——— .
mn?

This means that our Fourier series for f(x) is given by

1
f(z) = 500 + a, cos(nx)
n=1,35,...
T4 i cos((2n + 1)x)
2 w4 (2n+1)?
4 1 1
= g - (cos(x) + 2 cos(3x) + = cos(bx) + - - ) :
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Exercise 4
For an even function over (—m, 7) the Fourier cosign series takes the form
f(z) = % + nz_:l a, cos(nx) ,
with (when f(x) = 2?)
Ty, = f(x) cos(nx)dx = 2/ 2% cos(nx)dz .
—7 0

Integrating once (when n # 0) we get

T — a?sin(nx) |" 2/” xsin(nx)dx
2 n 0 0 n
2 [T .
= ——/ xsin(nx)dz .
nJo

Thus integrating a second time

_@an _ x cos(nz) +/ cos(nz) i
4 n 0 0 n
1 /s
= ——cos(nm) + — <s1n(n:17) S— cos(n)
n n no n
This means that 4
For n = 0 we have
" 2 2m?
7Ta0:2/0 22dx = x?"O:gﬂg SO ao:%
Using all of these we find
7 G 4§: (=1)" cos(nzx) (124)
= — x) .
3 n?

Exercise 5

Warning: [ was not able to finish this problem. If anyone has any insight as for ways to
proceed please let me know.

We consider the odd extension of this function from (0,7) to (—m,0) then a, = 0 and
b, = 2/ f(x)sin(nx)dzx .
0
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Given the definition of f(z) we can evaluate the integral above. We find

/3 2m/3 T
gbn = / g sin(nz)dz + / Osin(nz)dr — / T sin(nz)dx
0 g

/3 2m/3
7 (COS(TLI’) 3 (COS(TLI’) "

_ — + — P
3 n

0 3 n or/3
“ (o () )+ 5 (o -en ().

which seems different from the expression given in the book.

Exercise 6

We have computed the Fourier expansion of x in Equation 123 and the Fourier expansion of
2% in Equation 124 adding these two we get the Fourier expansion of = + z2.

Exercise 7

We have computed the Fourier expansion of z? in Equation 124. We can subtract this

expression from 72 to get the Fourier expansion of 7% — z2.
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Miscellaneous Examples

Exercise 1

To study convergence of the infinite series we will use d’Alembert’s test. We first need to
Inkzm|

W Where we ﬁnd

compute the ratio

Inkzn| 1 nf

|(n+ 1)kzntl 2] (n+ 1)k

Thus the limit of this fraction as n — oo is the value ﬁ By d’Alembert’s test our sum will
converge if |71| > 1 which happens if |z| < 1. This test also tells us that the sum will diverge

if |#| > 1. If x = %1 then the terms of the series don’t limit to zero as n — oo and thus the
sum also diverges.

Next we define -
n=1

As discussed above Fy(z) is absolutely convergent on |z| < 1. Thus we can take the derivative
of Fi(z) term-by-term and find

F,;(z) _ Z nkt1n—1 :
n=1
so multiplying both sides by 2z we get

HOED P (125)
n=1

The right-hand-side of this is equal to the definition of Fj1(2).

If we take k£ = 1 we find that -
Fi(z) = Z nz".
n=1

This sum can be evaluated explicitly by taking the derivative of the expression ) ° 2" =
ﬁ or we can “look it up” to find that

z

Fi(z) = Z;nz" = s

Lets write this as
_(ﬁ):_<%):_(1:2«_(1_1@2):(1_1z)2_1:z’

161




which is of the desired summation form for Fj(z) of

1

Z 1_22 r’

r=0

with Ag = 1 and A; = 1 (both positive constants). To use induction we now assume that
Fi(2) is of this form for all k£ > K that is

k IS
Fi(z) = Z (L4,

— (]_ _ Z)k—r—i—l ’

for all 1 < k < K and consider Fg1(z) via Equation 125 (for notational simplicity we take
K — k). We find

(1 _ Z)k—r+2

k T _ k(1) (e —
:(_Z)Z(_l) (k +1)Ar:(1_z_1)z( 1) (k + 1A,

(1 _ Z)k—r+2 (1 _ Z)k—r+2

We “increment” k in the denominator of fractions in the first sum above to write Fj,1(2) as

k

k r+1 r r+1 _
Fon() = S CHE—r £ DA s )4,

(1 _ Z)k-i—l (r+1)+1 1 _ Z k-i-l r+1
r=0

We next adjust the summation index in the first sum up by one to get

k+1

Fk+1(z)zz(—1)7”(k—r+2 H_Z )t —r+1)A,1.

(1 )k—l—l r+1 k+1 r+1
r=1

Release the first term in the first sum to get

k+1 r
Fri1(z) = % + ; q _(Z_)]}L_TH (k—r+2)A 1+ (k—7r+1)A].

If we introduce
Ay = (k+1)4
Ar=k—r+2)A 1+ k—-—r+1)A, for 1<r<k+1,
Notice that the above sum is equal to
k+1 -
Fra(z) = Zo (1 E_Zl)?félirﬂ )

with A, > 0 and proving the summation expression for Fj(z).

r=
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Exercise 3

an
14+n2a,

Assume that lim,,_,, a, = L # 0. Then comparing the terms
1
1 2
) = ) 1 /1+n‘a
lim Zz = lim — (7")
n—00 1+n2an n—oo 1, (Ln

n?
and thus by the comparison test in limiting form we have that the series with terms
converges also. If lim,,_,, a,, = co we can write the above limit as

to the convergent series
we have

an
1+n2a,

. n21a +1
lim e
n—o0 1

an
14+n2a, °

and again have shown convergence of )

If > a, is divergent then and lim,, o, a, = L # 0 then

. ap L
lim =

3&07

and the series ) $9=— diverges.
n

Warning: I was not able to show the desired result when lim,,_.., a, = 0. If anyone sees
how to do this please contact me.

Exercise 6

Part of this is worked in Exercise 10 in Examples XVI (uniform convergence) on Page 94.

Exercise 7

Notice that both of these sums are absolutely convergence by the comparison test with a

series with terms % and thus the sums can be evaluated in any order.

Part (i): Note that
1 1 1

I3 —n  nOn2—1) n@Bn-1)Bn+1)"
From “partial fractions” we can write this as

1 _é+ B N C
nBn—-1)Bn+1) n 3n-1 3n+1’
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—_

1 3 3
n(Bn—-1)GBn+1) n * 2(3n —1) * 23n+1)"

Based on this lets define the partial sum of n terms s, as

u 3
S":;a’“ Zk Z31;;—1 52

We will now work each of these individual sums into harmonic sums of the form
"1
> 5 =log(n) + . (126)

and then evaluate them by taking the limit as n — oco. To do this we will write s,, as
=Y e N Y| 3
k: 3k—1 k:13k‘+1 2k:1k5

3n+11 1n1 3n1 33k+11
S NEEDY S E s

k=1

Changing these sums using Equation 126 we get

(log(?)n + 1) + V3nt1 — 1)

+
— § + § — §
2’Yn 2V3n+1 9 .

Taking the limit n — oo gives

3
Sp — = In(3) —

3
. = 5(n(3) = 1).

2
In the R code misc_examples viii_xxv_exercise_7.R we numerically evaluate the given
summation and “verify” graphically that the summation limits to the above number.

Part (ii): Note that using “partial fractions” we can write this as

1 _ A, B
(n+1)2n+1) n+1 2n+1’

with A = —1, and B = 2 so that

1 1 2
(n+1)(2n+1) __n+1+2n+1'
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Evaluating the sequence of partial sums s, we find

1 1
S":_Zk—ﬂ+222k+1

k=1 k=1
S| SN "1 "1
= — — 42 — | =2 —
z::k+1+ Z_:Qk+1+k:12k:] ;%
n+1 2n+1 n
1 1 1
I SR __1]_ 1
k=2k k:lk k:lk
2n+1 n
1 1 1
=142 S _ 9N _
EED D) Dy
k=1 =1
Changing these sums using Equation 126 we get
1
L= —1+2(In(2n + 1 1) —2(1 ) —
s +2(In(2n + 1) + Y2n) = 2(n(n) +90) —
2n+1 1
:—1—|—21H< )+2fy2n+1_2’7n_ .
n+1

Taking the limit n — oo gives
Sp — 2In(2) — 1.

In the R code misc_examples viii_xxv_exercise_7.R we numerically evaluate the given
summation and “verify” graphically that the summation limits to the above number.

Exercise 9

Now if |a,#(n)| converges then |n¥a,| converges by Theorem 9 i.e. if w2 — L >0 then u,

and v, either both converge or both diverge. Then if we take u, = n*

ar and assume that

Up > Upyq i.e. that u, is monotonically decreasing we can use Pringsheim’s theorem directly

to show that
nu, = n*la, = 0.

Exercise 10

As we are told that )" a,x™ is absolutely convergent when |z| < R we know that

. lual an™| |an|
lim =1 = lim =1,
n—00 |un+1| n—00 ‘an+1x”+1| n—00 ‘(Ln+1x‘

with [ > 1. If this was not true then our series would diverge. We thus have

. |apa™] (n+1)! . apl(n+1)
lim X = lim ——— = o0,
O P P

for all x. As this is larger than one this series converges for all z.
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Exercise 11

From the given expression it looks like the terms of this series > u, can be written as

B (2n)! 1\ L, @) (1) .,
“n—m@z)f = Tl)? <Z;)x '

k=1

To evaluate the radius of convergence we will use d’Alembert’s test. We consider

ual @) (ks ) 12 (2" (n 4+ 1)1)?
o 2 X ntl
|ttt (2"n!) 2(n+ 1) (S5 L) ]2+

~ (G vem) (Z ) () ()
(o) (51) () ()
- |;1|2 (2212) (2:2111) (m(?lznini)ivsnﬂ) '

1

R

as n — o0o. For convergence we need this limit to be larger than one or |z| < 1.

This tends to

Exercise 12

From the observation that
(1—re®)Y(1—re )y =1—r(®+e ™) +7r?=1—2rcos(f) + 1%,

using partial fractions we can write

1 1 A B

1—2rcos(f) +72 (1 —re?)(1l —re-if) T 1 et * 1—reif’

Cross multiplying and setting the real and imaginary parts equal gives A = B and

1
2(1 —rcos(h))

—l—l 1
2\1—re) "

A=

This means that we have shown that

l—rcos(d) 1 1
1—2rcos(0) +72 2 \1—rei?
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Using geometric sums for the two expressions on the right-hand-side of the above gives

1 — 7 cos(f 1 (k0 ikt _ Tk ik ik
Z + = — r-(e” +e
1 — 2rcos(6 r2 2 —~ Z_: ; ( )

=1+ rcos(f) + r? cos(20) + r° cos(30) +

which is the desired expression.
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